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ABSTRACT: In this paper we present a new method for linear and nonlinear sensor network design with applications to variable estimation based on the use of accuracy and residual accuracy. Accuracy has been shown recently to be a better substitute for existing data-reconciliation network properties, such as precision, residual precision, gross error detectability and resilience as pointed out in our previous works (the first two references). We explore the numerical difficulties associated to different ways of calculating accuracy and different methods used to optimize the cost.

1. INTRODUCTION

Improved process monitoring via data reconciliation and appropriate gross error detection are achieved and/or improved by proper systematic location of sensors in a process plant. This idea gave rise to the problem of sensor location, which has evolved through several conceptual phases in the last 30 years. In all cases, the notion was to take advantage of the process relations, presented in the form of a mathematical model, to infer the value of certain variables, called key variables, by using measurements on other variables to aid in the process. Most of the published work aimed to find an optimal sensor network that satisfies the specifications on the precision level, observability, and redundancy of measurement of variables of interest, the challenges being finding efficient computational methods to solve the problem. We now highlight the most relevant work (the reader is referred to the textbook by Bagajewicz3 for a complete list up to year 2000). Vaclavek and Loucka² were the first to explore the problem and sought to achieve the observability requirements of a multicomponent network. Kretsovalis and Mah³ minimized a weighted sum of estimation error and measurement cost using a combinatorial search algorithm. Madron and Veverka⁴ used multiple Gauss Jordan elimination to achieve observability of all key variables at minimum sensor cost. Bagajewicz⁵ was the first to formulate a sensor network problem as a mixed-integer programming model (the model is MINLP) using binary variables to indicate whether a variable/stream is measured or not, sought to obtain minimum sensor cost, which was later reformulated into a MILP problem by using the notion of fake sensors for unmeasured variables.⁸ Other efforts using tree search methods include the work by Bagajewicz and Sanchez,⁹–¹² Chmielewski et al.¹³ showed that an unmeasured variable can be modeled in a data reconciliation formulation using a fake sensor with very high variance and used branch and bound method with linear matrix inequalities (LMI) transformation to obtain a solution. Most recently, Gala and Bagajewicz¹⁴,¹⁵ presented a branch and bound method based on cutsets of a process graph for solving linear problems. This method has been proven to be remarkably faster, especially after a decomposition technique is used. Later, Nguyen and Bagajewicz¹⁶ extended Gala and Bagajewicz’s method to solve nonlinear problems, in which the tree search is built using model equations instead of cutsets. In other efforts, genetic algorithms were used by Sen et al.,¹⁷ Camero et al.,¹⁸,¹⁹ and Heyen et al.²⁰ To this date, only the branch and bound methods that were used by Bagajewicz,²¹ Gala and Bagajewicz,¹⁴ Nguyen and Bagajewicz,¹⁶ and Chmielewski et al.¹³ guarantee optimality.

Ali and Narasimhan²² introduced the concept of reliability of estimation of variables and proposed a graph-theoretic algorithm to maximize the reliability in linear systems, which was later extended to bilinear systems.²² Raghuraj et al.²³ and Bhushan and Rengaswamy²⁴–²⁷ designed a sensor network using fault diagnosis criteria. The authors used graph-theoretic approaches to warrant satisfactory process faults detection capability of the network, or maximize the reliability of the fault monitoring system. Bagajewicz et al.²⁸ designed a sensor network for simultaneous process monitoring and fault detection/resolution purposes using a MILP formulation.

All the published work on a process monitoring-focused sensor network considered precision, residual precision, error detectability, and resilience as performance targets. Recognizing that these targets do not represent best the network performance as far as its ability to filter gross errors, Bagajewicz introduced the concept of software accuracy. He also explained its relationship to the aforementioned performance measures. It makes sense then to show how software accuracy as well as residual software accuracy, a concept we are introducing in this paper, might perform for sensor network design.²

The paper is organized as follows: We first review briefly the concept of software accuracy, we then introduce the concept of residual software accuracy. We later discuss a few issues about the theory of equivalency of gross errors, which was introduced by Bagajewicz and Jiang,²⁹ and its impact on the calculation of accuracy. We then move on to discuss issues about unboundedness and how
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errors is a hyper-rhombus. Such a rhombus is shown in Figure 1.

Regions of detected and undetected gross errors. Figure 1.

Example of equivalency of gross errors. Figure 2.

Illustration of biases equivalency. Figure 3.

Box and rhombus constraints defining undetected biases. Figure 4.

Accuracy has been defined as precision (standard deviation) plus absolute value of systematic bias. Since true value of bias is hardly known unless hardware redundancy exists that enables the quantification of the bias, Bagajewicz proposed to use the bias induced by undetected errors when data reconciliation and a sort of gross error detection techniques are used, called the induced bias. The associated accuracy is termed software accuracy and is defined as summation of precision and induced bias, that is $\hat{a} = \sigma_e + \delta_{\text{ind}}(p)$, where $\sigma_e^2$ is the variance of the estimator and $\delta_{\text{ind}}(p)$ the induced bias for a level of confidence $p$, which depends on undetected biases in the system. Bagajewicz proposed to use the maximum possible value of undetected induced bias and derived formulas to calculate this maximum value assuming the maximum power measurement test is used to detect gross error. Another approach, which is the more realistic one, is calculating the induced bias as the expected value of all possible values. This was done via Monte Carlo simulation tool by Bagajewicz and Nguyen.

Bagajewicz et al. pointed out that the accuracy can undertake unbounded values. To explain this, they resorted to equivalency theory. They pointed out that the region of undetected gross errors is a hyper-rhombus. Such a rhombus is shown in Figure 1 for two gross errors ($n_F = 2$). The rhombus is composed of positive and negative constraints of the problem that arises from the absolute value. We recognize that the solution lies in one of the four corners, which depends on how the two gross errors in question contribute to the induced bias.

Bagajewicz et al. also illustrated how equivalency theory can explain the fact that the maximum induced bias can be unbounded, that is, two errors can cancel each other when they have opposite signs. This is illustrated in Figure 3 for the system shown in Figure 2. Indeed, assume that one wants to compute the induced bias in stream $S_2$ by considering two biases in $S_2$ and $S_3$. This leads to two parallel lines and therefore, any combination of errors in between the lines will go undetected by the maximum power test.

This phenomenon is not unlikely. In fact, it can take place often for two gross errors, as Bagajewicz et al. illustrated for a small case. Gross errors are not, however, unbounded. If a bias in a measurement passes a certain threshold, which is usually a certain percentage of the normal value of the variable, by common sense the operators can tell that there is bias in the measurement. The threshold above which the bias is detected by the operators’ judgment is used as the (upper) limit for bias. Figure 4 shows such limits for both cases.

Thus, the accuracy calculations in eq 2 need to be made using additional box constraints on each variable.

$$-\delta_{\text{max},s} \leq \delta_{\text{ind}}(p) \leq \delta_{\text{max},s} \quad \forall s$$  \hspace{1cm} (1)

4. ACCURACY UNDER A LOWER NUMBER OF GROSS ERRORS

Assume that the number of measurements is kept constant, and instead of $k$ gross errors one has a smaller number of gross errors. Then (i) the power to detect the smaller number of biases (if any) decreases (the rhombus in Figure 1 expands and the maximum values of undetected biases increase) and (ii) the coefficient $(SW)_{sw}$ changes in value and probably in sign as well.

The first effect increases the accuracy value while the other two effects may increase or decrease the accuracy because the induced bias (hence the accuracy) depends simultaneously on the value and sign of both the undetected biases and the coefficients $(SW)_{sw}$ not to mention that a different number of undetected biases may be considered in the two cases (before and after removal of measurements).

Thus, in trying to design a system for accuracy one is faced with the following issue: When checking for accuracy under the...
presence of \( n_T \) gross errors it makes sense to also check for the accuracy under the presence of any number of errors smaller than \( n_T \), simply because when \( n_T \) errors are expected, a smaller number is as likely. This is the approach taken in this paper.

5. STOCHASTIC ACCURACY

Bagajewicz\(^1\) recognized the extreme condition that this induced bias represents, and proposed to look for a much more realistic estimate. He proposed the new concept of stochastic accuracy, which is based on the calculation of the expected values of undetected gross errors instead of the maximum ones as presented above. To address the issue of providing a more realistic value, Bagajewicz and Nguyen\(^2\) showed methods to calculate stochastic accuracy using Monte Carlo simulation. In that work, Monte Carlo simulation was used to simulate the status (failed, functioning, or being repaired) of all sensors in the system. The sampling procedure is briefly described as follows:\(^6\)

Failure times and bias sizes for every sensor in the system are sampled and recorded until the end of time horizon is reached. The sensor reliability function is used to sample sensor’s failure time and the distribution function of bias is used to sample bias size of the measurement.

At each failure time, the MP measurement test is performed and the sensors that are detected being biased are singled out. If the MP measurement cannot detect any bias, no action is needed and the next time interval is then investigated. Otherwise (the MP flags the presence of biases), for each sensor with detected bias, the failure events are updated starting from that time interval. The sensors with detected bias are repaired, then they resume work and the next failure event is sampled (if the time is still within time horizon).

With the information obtained from the Monte Carlo simulation, the accuracy within a time interval is calculated according to the status of sensors within that interval, for example if all sensors are at normal state, then accuracy is equal to precision value. The more common case is that some sensors are taken off-service for repair while some others contain undetected bias, then accuracy is equal to residual precision plus induced bias. The expected value of accuracy (\( E[a] \)) is then calculated as the mean value of the accuracy values within time intervals \( a_i \) with weight being the duration of time intervals \( T_i \), that is, \( E[a] = 1/T \sum_i a_i T_i \) where \( T \) is the simulation time horizon (note that \( T = \sum T_i \)) and \( i \) is the index of time interval.

Bagajewicz and Nguyen\(^2\) showed that the expected value of accuracy is a realistic one while the maximum one is too conservative. Even in the case that the gross errors equivalency phenomenon is observed, which leads to infinite maximum undetected bias, the expected value is still a finite and reasonable one. In fact, if bias is normally distributed with zero mean and small variance, the expected values of bias and the accuracy are small no matter how bad the system’s capability to detect bias is. Thus, bounds (box constraints) on values of undetected biases are not needed. Another point to make is that all possibilities are realized in the Monte Carlo simulation: from extremes cases such as all sensors are at normal state or all contain undetected biases to realistic and more common cases like some are functioning properly, some contain undetected biases, while some are taken off-line for repair. The accuracy associated with the mentioned realistic cases is the residual accuracy of order \( k > 0 \). Thus, stochastic accuracy encompasses all the possible values of accuracy, and residual accuracy needs not to be calculated separately.

One problem with the Monte Carlo simulation approach is that it takes a long time to obtain accurate results. As shown in Bagajewicz and Nguyen\(^2\), the number of simulation trials needs be at least 1000 in order for the expected value to converge. In the Madron example shown below, if 1000 simulations are executed to compute the expected value, a network consisting of 12 sensors takes roughly 30 s to compute while the network consisting of 24 sensors take roughly 2 min 30 s (on a 2.8 GHz CPU, 1028 MB RAM PC). To be able to solve large scale problems, the time to compute expected value of accuracy in each node of the search tree needs to be limited to not more than a few seconds. To reduce computational time, we propose two solutions: (i) reduce the number of simulation attempts to 100 at the expense of degraded quality of solution, (ii) use an approximate method to calculate expected value of accuracy (described in the next section).

6. APPROXIMATE METHOD TO CALCULATE STOCHASTIC ACCURACY

We resort to the same approximate method previously used\(^3\) to calculate expected value of accuracy. First, we discuss the expected value of accuracy, then we present the approximation scheme to calculate this value.

The formulas to calculate the expected value of accuracy are derived at the same fashion as the equations to calculate the downside expected financial loss presented in Nguyen et al., 2006. More specifically, one needs to accommodate the effect of all the possibilities regarding the biases sizes and biases’ locations on the value of the accuracy of interest, then one performs integration over all possible biases sizes (at known biases’ location) to obtain the expected value corresponding to this known biases’ location. Then, the expected value of accuracy is found as the “average” value of these expected values at all possible biases’ locations. The expected value corresponding to a set of biases at known location, \( E[a]|_{\theta_1, \theta_2, ... , \theta_n} \), is then multiplied by the fraction of time the system is in that specific state (i.e., containing that set of biases), \( \Psi|_{\theta_1, \theta_2, ... , \theta_n} \), the summation of these products gives the final expected value of accuracy (hence the expected value of accuracy is the average value of the expected values at known biases location with weight being the associated fractions of time). This is shown next:

\[
E[a] = \Psi^0 E[a]|^0 + \sum_{\theta_1} \Psi^1|_{\theta_1} E[a]|^{1}_{\theta_1} + \ldots + \sum_{\theta_1, \theta_2} \Psi^2|_{\theta_1, \theta_2} E[a]|^{2}_{\theta_1, \theta_2} + \ldots + \sum_{\theta_1, \theta_2, \ldots , \theta_n} \Psi^n|_{\theta_1, \theta_2, \ldots , \theta_n} E[a]|^{n}_{\theta_1, \theta_2, \ldots , \theta_n} \quad (2)
\]

The fraction of time the system is in a specific state \( \Psi|_{\theta_1, \theta_2, ... , \theta_n} \) can only be known through simulation, which consumes computational time. So we use another measure to replace the \( \Psi|_{\theta_1, \theta_2, ... , \theta_n} \), which is the probability that the system is in the specific state at time \( t: \phi(t)|_{\theta_1, \theta_2, ... , \theta_n} \); the expected value is then calculated by

\[
E(t)[a] = \phi(t)^0 E[a]|^0 + \sum_{\theta_1} \phi(t)|_{\theta_1} E[a]|^{1}_{\theta_1} + \sum_{\theta_1, \theta_2} \phi(t)|_{\theta_1, \theta_2} E[a]|^{2}_{\theta_1, \theta_2} + \ldots + \sum_{\theta_1, \theta_2, \ldots , \theta_n} \phi(t)|_{\theta_1, \theta_2, ... , \theta_n} E[a]|^{n}_{\theta_1, \theta_2, ... , \theta_n} \quad (3)
\]

The probabilities \( \phi(t)|_{\theta_1, \theta_2, ... , \theta_n} \) can be readily calculated using the failure probability of each sensor at time \( t:f(t) \), which is
the probability that the sensor $i$ fails at time $t$ (hence the probability that the sensor is functioning properly is $1 - f_i(t)$). For example, the probability that the system contains two biases $\theta_1, \theta_2$ in the two sensors 1 and 2 $\varphi(t)_{\theta_1, \theta_2}^2$ is the product of the probabilities that the two sensors 1, 2 fail at time $t$ while the others are working properly, that is

$$\varphi(t)_{\theta_1, \theta_2} = f_1(t) f_2(t) \prod_{i \neq 1, i \neq 2} [1 - f_i(t)].$$

The expected value $E[a_i]$ defined above is equivalent to the stochastic accuracy presented in section 6 but the expected value $E(t)_{a_i}$ is not because the reliability measures $f_i(t)$ and $\varphi(t)_{\theta_1, \theta_2}$ and the accuracy value $E(t)_{a_i}$ depends on time: the longer the age of the sensors, the worse the accuracy value $E(t)_{a_i}$. Despite the difference, the two calculation procedures should give values at the same order of magnitude, which is confirmed by calculation results.

The expected value corresponding to a set of biases at known location (e.g., $E[a_i]_{\theta_1, \theta_2}$) is calculated using the same approximation scheme as the one used in Nguyen et al. More specifically, to calculate $E[a_i]_{\theta_1, \theta_2}$ the space of variable is partitioned into four regions shown in Figure 5.

With the partitioned space shown in Figure 5, the value $E[a_i]_{\theta_1, \theta_2}$ is then calculated by

$$E[a_i]_{\theta_1, \theta_2}^2 = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} F d\theta_1 d\theta_2 = \int_{-\infty}^{\infty} F d\theta_1 d\theta_2 + \int_{-\infty}^{\infty} F d\theta_1 d\theta_2 + \int_{-\infty}^{\infty} F d\theta_1 d\theta_2 + \int_{-\infty}^{\infty} F d\theta_1 d\theta_2 + \int_{-\infty}^{\infty} F d\theta_1 d\theta_2$$

$$= \{ \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} F d\theta_1 d\theta_2 \}$$

The term $E_1$ is calculated analytically while $E_2$, $E_3$, and $E_4$ are calculated approximately at the same fashion as done in Nguyen et al. We limit the calculation of $E[a_i]_{\theta_1, \theta_2, \ldots, \theta_n}$ up to two biases; the calculations of $E[a_i]_{\theta_1, \theta_2, \ldots, \theta_n}$ for more than two biases consume significant time, so we extrapolate the value for more than two biases using the corresponding values when no more than two biases are present ($E[a_i]_{\theta_1, \theta_2}$ and $E[a_i]_{\theta_1, \theta_2}$). This introduces another layer of approximation with the benefit of reduced computational time.

The failure probability of sensor $f_i(t)$ takes the default value of 0.2 for all sensors, but it can be changed by the user. The biases are assumed to follow normal distributions $h_i(\theta_i, \delta_i, \rho_i)$ with zero mean and variance of 4.0 (default values).

7. SENSOR NETWORK DESIGN METHOD

The optimization model to design minimum cost sensor network using accuracy as a constraint is as follows:

$$\min \sum_{i} c_i q_i$$

s.t.

$$a_i(q) \leq a_i^* \quad \forall i \in M_S$$

$$q_i = 0, 1 \quad \forall i$$

where $q_i$, an element of vector $q$, is a binary variable indicating that a sensor is used to measured variable $i$, $e_i$ is the cost of such a sensor, and $M_S$ represents the set of variables where a performance specification is required (variables of interest or “key” variables). This performance specification can be precision of the estimators. Thus, $a_i(q)$ is the accuracy of variable $i$ corresponding to the set of sensors represented by $q$ and $a_i^*$ the corresponding threshold value. Other specifications could include residual accuracy or reliability.

We use the tree enumeration method using a list of fundamental units, which can be variables’ cutsets, or equations. The inverse tree method using individual variables can also be used, depending on the requirements on the system.

At each node, software accuracy is evaluated using one of the three options: (i) accuracy defined by maximum undetected bias, (ii) stochastic accuracy using Monte Carlo simulation, (iii) expected value of accuracy using the approximate method.

The accuracy calculation for the maximum undetected bias definition is based on two inputs: (1) the positions of the sensors (given by a binary vector $q$); (2) the maximum number of gross errors ($n_\Gamma$) the user is willing to consider in the definition of accuracy.

Assume that $n$ is the number of sensors in the node (the number of nonzero elements in $q$). Then, if $n_\Gamma > n$, the maximum number of gross errors is assumed to be $n$,
that is $n_T = n$. When $n_T < n$, all combination of $n_T$ biases in the $n$ sensors need to be evaluated.

The other two options to calculate accuracy need one input, which is the sensor placement (vector $q$) in each node, in addition to two user input parameters: the failure probability $f_i(t)$ or failure rate of sensor and the distributions of biases.

The branching and stopping criteria of all the methods discussed above are maintained the same as in previous work.16

8. EXAMPLES

We consider two examples: one middle scale linear problem and one industrial large scale nonlinear problem. The calculation methods are implemented on Fortran running on 2.8 GHz Pentium CPU, 1028 MB RAM PC computer.

8.1. Example 1. Consider the network proposed by Madron and Veverka33 (Figure 6). Madron and Veverka33 did not report flow rates and so the values shown in Table 1 were chosen from Bagajewicz7 where the cost of the sensors is also given. Only flow rate variables are considered, hence the system is linear.

Two design case studies are considered for this example. The problem was solved using the tree enumeration method making use of cutsets and the decomposition technique.14,15 In each node, the accuracies of the six key variables are calculated and compared with the threshold values. The accuracy is calculated using one of the three accuracy definitions: (i) stochastic accuracy obtained by Monte Carlo simulation, and (ii) stochastic accuracy obtained using the approximate method.

In the Montecarlo approach to stochastic accuracy, a failure event of sensor is assumed to follow exponential distribution with constant failure rate = 0.01/year; the number of simulation trials is 100. In the case of stochastic accuracy obtained using the approximate method, the failure probability of sensor is 0.2 for all sensors. In the last two cases, the biases are assumed to follow normal distributions with zero mean and a variance value of 4.0.

Table 1. Flow Rate, Precision, and Sensor Costs for Example 1 (Madron and Veverka33)

<table>
<thead>
<tr>
<th>stream</th>
<th>flow</th>
<th>sensor cost</th>
<th>sensor precision (%)</th>
<th>stream</th>
<th>flow</th>
<th>sensor cost</th>
<th>sensor precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>140</td>
<td>19</td>
<td>2.5</td>
<td>13</td>
<td>10</td>
<td>12</td>
<td>2.5</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>17</td>
<td>2.5</td>
<td>14</td>
<td>10</td>
<td>12</td>
<td>2.5</td>
</tr>
<tr>
<td>3</td>
<td>130</td>
<td>13</td>
<td>2.5</td>
<td>15</td>
<td>90</td>
<td>17</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>12</td>
<td>2.5</td>
<td>16</td>
<td>100</td>
<td>19</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>25</td>
<td>2.5</td>
<td>17</td>
<td>5</td>
<td>17</td>
<td>2.5</td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>10</td>
<td>2.5</td>
<td>18</td>
<td>135</td>
<td>18</td>
<td>2.5</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>7</td>
<td>2.5</td>
<td>19</td>
<td>45</td>
<td>17</td>
<td>2.5</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>6</td>
<td>2.5</td>
<td>20</td>
<td>30</td>
<td>15</td>
<td>2.5</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>5</td>
<td>2.5</td>
<td>21</td>
<td>80</td>
<td>15</td>
<td>2.5</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>13</td>
<td>2.5</td>
<td>22</td>
<td>10</td>
<td>13</td>
<td>2.5</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>17</td>
<td>2.5</td>
<td>23</td>
<td>5</td>
<td>13</td>
<td>2.5</td>
</tr>
<tr>
<td>12</td>
<td>40</td>
<td>13</td>
<td>2.5</td>
<td>24</td>
<td>45</td>
<td>13</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 2. Results for Example 1

<table>
<thead>
<tr>
<th>design case</th>
<th>stochastic accuracy (Monte Carlo simulation method)</th>
<th>accuracy calculated using the approximate method</th>
</tr>
</thead>
<tbody>
<tr>
<td>requirements</td>
<td>1 six key variables 1, 4, 6, 11, 12, 24; thresholds: 30%</td>
<td>1 six key variables 1, 4, 6, 12, 24; thresholds: 15%</td>
</tr>
<tr>
<td>optimal sensor network, measured streams</td>
<td>1 1, 4, 6, 12, 21, 24</td>
<td>1, 4, 6, 12, 21, 24</td>
</tr>
<tr>
<td>number of sensors in optimal network</td>
<td>1 6</td>
<td>1, 4, 5, 14, 21, 24</td>
</tr>
<tr>
<td>optimal cost</td>
<td>1 82</td>
<td>6</td>
</tr>
<tr>
<td>accuracies of key variables</td>
<td>1 $S_1 = 4.0$, $S_2 = 8.1$, $S_6 = 8.4$, $S_{11} = 5.5$, $S_{14} = 8.8$, $S_{24} = 8.2$</td>
<td>1 $S_1 = 3.1$, $S_2 = 4.3$, $S_6 = 4.1$, $S_{11} = 3.4$, $S_{14} = 4.2$, $S_{24} = 3.9$</td>
</tr>
<tr>
<td>number of nodes explored</td>
<td>1 5224</td>
<td>5224</td>
</tr>
<tr>
<td>computational time</td>
<td>1 1 h 24 min</td>
<td>14 min 11 s</td>
</tr>
<tr>
<td>average computational time per node explored</td>
<td>1 0.97 s</td>
<td>0.16 s</td>
</tr>
</tbody>
</table>

Table 1. Flow Rate, Precision, and Sensor Costs for Example 1 (Madron and Veverka33)
6, 11, 12, and 24 (these streams are either input or output streams).

Design Case 2. Flow rates of the following six streams are of interest with required accuracy threshold of 15%: 1, 4, 5, 11, 14, and 24 (these streams are either input or output streams).

The results are shown in Table 2. Several conclusions are drawn from the results shown in Table 2 (and other testing results that were obtained but not shown here):

1) The stochastic value captures the status of the system during the whole simulated time horizon, while the expected
value obtained by using eq 3 corresponds to a specific point in time since the probability of failure $f_i(t)$ depends on time. It can be said that the stochastic value is the average value in time dimension of the expected value. If the sensors are relatively new, the probability of failure is small and the expected value would be smaller than the stochastic value as confirmed by calculation results; as sensors age with time, the probability and the expected value increase. We have calculated to find that if the probability of failure $f_i(t)$ is in range 0.5–0.6, the expected value is comparable to the stochastic value.

(2) In general, adding sensors would improve the stochastic and the expected value of accuracy as seen in column 4: both of the two optimal solutions in two design cases contain sensors for the four streams 1, 4, 11, 24 and increasing the number of sensors and the expected value of accuracy as seen in column 4: both of the two optimal solutions in two design cases contain sensors for the four streams 1, 4, 11, 24 and increasing the number of sensors from 6 (design case 1) to 9 (design case 2) improves the accuracy of the estimators for these four streams.

### 8.2. Tennessee Eastman Process

The flow diagram for the Tennessee Eastman (TE) process is shown in Figure 7 following the diagram shown in Downs and Vogel, who first introduced the TE process as an industrial challenge problem. Table 3 below shows the flow values, sensor costs, and the precision of the sensors. The example has 47 variables and 28 nodes. The incidence matrix is obtained by linearizing the nonlinear system of equations as explained in Nguyen and Bagajewicz.

Only one design case is considered for this example: software accuracy for streams 27, 29, 41, 42, 43 is requested with threshold values 20%, 27%, 5%, 8.5%, and 8.5%, respectively. The results are shown in Table 4.

For the case of stochastic accuracy, since we have to use a small number of simulation runs in the Monte Carlo simulation (100) to reduce computational time, the solutions found have to be verified using a larger number of simulation runs (at least 1000). The reported solution in option 2 (shown in column 2) is the third best solution located by the tree search procedure. The best solution and second best solution marginally satisfies the accuracy requirement for stream 42 using 100 Monte Carlo simulation runs. After verifying by using 1000 Monte Carlo simulation runs, these two solutions are found to be infeasible (not satisfying the accuracy requirement for stream 42) and have to be discarded. As already seen in example 1, in this example the option 2 asks for more sensors than the option 3, which is attributed to the fact that a relative small probability of failure of 0.2 is used in calculating the expected value. Three key variables 27, 41, 42 are contained in all the solutions.

As software accuracy contains the undetected induced bias in its definition, the requirement on accuracy value encompasses the requirements on precision, gross errors detectability, and gross errors resilience. More specifically, a sensor network that renders good (small) software accuracy for variables of interest needs to possess good precision for key variables, enough redundancy to detect biases so that undetected biases would have small magnitudes (this property is directly related to gross errors detectability), and a smearing effect of undetected biases on estimators of key variables that is limited (this property is directly related to gross errors resilience). These needed network capabilities generally require a good level of redundancy (i.e., more sensors than the number of key variables) as can be seen in the obtained results. Reducing the accuracy threshold asks for more sensors and, in the extreme case, no feasible solution is found.

### 9. CONCLUSIONS

We investigated two methods to calculate software accuracy for the design of linear and nonlinear sensor networks: a Monte Carlo simulation (stochastic accuracy) and an approximate method to calculate stochastic accuracy to design sensor networks using accuracy constraints. Methods to calculate accuracy require relatively short computational time that enables solving a general problem of accuracy targeted sensor network design in an acceptable time. Only in the most challenging problems, the large scale nonlinear problems like the TE process, do the methods show limitation in terms of computational efficiency: they are able to locate the optimal or near optimal solution within an acceptable time but require a long time to prove global optimality of the obtained solution.

---

**Table 4. Results for the TE Example**

<table>
<thead>
<tr>
<th>accuracy requirement</th>
<th>stochastic accuracy (Monte Carlo simulations)</th>
<th>accuracy calculated using the approximate method</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimal sensor network, measured streams</td>
<td>$S_{27} = 20%$, $S_{29} = 27%$, $S_{41} = 5%$, $S_{42} = 8.5%$, $S_{43} = 8.5%$</td>
<td>$S_{27} = 27%$, $S_{41} = 42%$, $S_{42} = 43%$</td>
</tr>
<tr>
<td>optimal cost</td>
<td>3300</td>
<td>3170</td>
</tr>
<tr>
<td>accuracies of key variables</td>
<td>$S_{27} = 6.7$, $S_{29} = 9.3$, $S_{41} = 1.8$, $S_{42} = 1.8$, $S_{43} = 4.7$</td>
<td>$S_{27} = 3.9$, $S_{29} = 5.2$, $S_{41} = 2.6$, $S_{42} = 8.0$, $S_{43} = 5.5$</td>
</tr>
<tr>
<td>number of nodes explored</td>
<td>844</td>
<td>1439</td>
</tr>
<tr>
<td>computational time</td>
<td>6 h 31 min</td>
<td>11 min 21 s</td>
</tr>
</tbody>
</table>

---
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