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In natural gas pipeline systems, all product transactions are based on flow rate measurements. Thus, it is essential to have good estimates of these variables. Currently, these variables are estimated using data reconciliation based exclusively on material balances. To improve these estimations, an approximate methodology that includes material balances as well as mechanical energy balances is presented. This method is based on iterations between a simplified model and a rigorous simulation model developed in SIMSCI’s PRO/II 5.55 system. A new method of performing observability analysis is also developed to take into account the nonlinear mechanical energy equations and pressure measurements. Finally, because temperature measurements are used to define density, the influence of temperature measurement errors on the accuracy of the estimators is analyzed. Several examples are presented to illustrate the effectiveness of the methodology. The proposed technique proves to be very effective computationally and generates better estimates than techniques in which only material balances are used.

Introduction

In pipelines systems, accurate flow rate data are essential for the proper calculation of transactions. Imbalances in these systems generate revenue losses to companies every year. Biased instrumentation can also affect the estimators, thus reducing the efficiency of operations. Because readings from instruments do not satisfy basic conservation laws, data reconciliation considers the adjustment of measured values so that unique estimates from all of the conflicting readings are obtained and biases and leaks are detected and estimated.

Data reconciliation is usually performed by minimizing a least-squares objective function, subject to model equations, that comes from maximum likelihood formulations and the assumption of normal error distributions. Such model equations range from simple material, component, and energy balances to full models involving all system variables and parameters. Even at the commercial level, a variety of software systems exist that are able to perform data reconciliation in full nonlinear systems (DATACON, SIMSCI, etc.), including gross error handling. Nevertheless, most commercial data reconciliation packages limit themselves to material component and energy balances. One exception is Chemplant Technology, s.r.o., who developed a software package that also performs hydraulic calculations for pipes. This software uses an isothermal Bernoulli equation and provides means of reconciling pressures. Nevertheless, the details of the procedure and its accuracy are not published. A complete background on these techniques and their variants can be obtained from three recent books.1–3

The governing equations for pipeline systems are the material balances, the mechanical energy balances, and the heat balance equation. Of these, only the first two can be used to link redundant variables. The last involves heat exchanges with the environment, and therefore, it can be used only to estimate the heat exchanged, which is of lesser practical importance. Thus, temperature measurements can be used only to obtain more accurate values of gas density close to the flowmeters, but cannot be made redundant. This is not the case for pressure measurements, which can be made redundant through the mechanical energy balances and, therefore, can improve the accuracy of the estimators of mass flows.

Very little is available for systems where the mechanical energy balance is also used to improve the material balance data reconciliation. Only Coelho and Medeiros4 have presented an analysis of data reconciliation and leak detection in pipelines with incompressible fluids.

The numerical difficulties associated with such problems are many. When performing data reconciliation in large pipeline networks handling compressible fluids (and possibly two phases), the nonlinear model can become too large and computationally expensive. Therefore, a method is needed to take these nonlinearities into account in an efficient and computationally fast manner. In this paper, the use of simple models as pieces of a successive approximation scheme is proposed, increasing the calculation speed. The method uses simple expressions for the mechanical energy balances, whose parameters are updated using rigorous simulations on each piping section in an iterative manner. The end result is then consistent with rigorous models. Finally, the influence of temperature measurements errors on the results is discussed.

Data Reconciliation with Rigorous Models

The data reconciliation model is

\[
\min \{ [\mathbf{G}_r - \mathbf{G}_r^+]^T \cdot \mathbf{S}_r^{-1} \cdot [\mathbf{G}_r - \mathbf{G}_r^+] + [\mathbf{P}_r - \mathbf{P}_r^+]^T \cdot \mathbf{S}_p^{-1} \cdot [\mathbf{P}_r - \mathbf{P}_r^+] \} \]

s.t.

\[
f(\mathbf{G}_r, \mathbf{P}_r) = 0
\]

\[
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where $S_G$ and $S_P$ are the variance matrices of mass flow ($G^+$) and pressure ($P^+$) measurements, respectively, and $G$ and $P$ represent the corresponding estimators. In turn, $f(G^+, P^+)$ represents material and rigorous mechanical energy balances. Temperatures are not reconciled because the total energy equation is not used.

Because the model should use compressible flow expressions, these are usually integrated using numerical algorithms along the length of each pipeline section. Considering that these sections can be very long, the computational time one expects is large. This is illustrated next.

Motivating Example. Consider the flowsheet of Figure 1. It represents a section of the Cerro Fortunoso gas production and gathering field located in the southern region of the province of Mendoza, in Argentina. The system is composed of 25 different oil and gas production wells connected to a main pipeline, which transports the gas to processing plants.

Data reconciliation was performed for the Cerro Fortunoso network assuming the pipe dimensions given in Table 1. The flow rates presented in the figure are at normal conditions ($0 \degree C$, 1 atm). The feeds are considered to be pure methane at $25 \degree C$. The flows of all inlet and outlet streams are measured, as well as the pressures of the inlet streams of the system. This data reconciliation problem was set up in SIMSCI's PRO/II 5.55 process simulator using an optimizer. The pressure drop in each section of piping was modeled using the Beggs-Brill-Moody equation, the default method for PRO/II recommended for most systems, especially single-phase systems. Considering only the first branch of the network, streams $S_1$-$S_{10}$, the simulator takes 9 min and 38.03 s to solve the data reconciliation on a Pentium III PC, 850 MHz, 128 MB RAM computer.
Considering that pipeline networks can have hundreds of streams, the computational time of data reconciliation can become unmanageable, especially when information about leaks and biases is desired quickly. Indeed, considering only the 25 oil and gas wells of the Cerro Fortunoso Network, with a total of 45 process streams, the data reconciliation problem is solved in 24 min and 34.92 s using PRO/II.

Using approximate models, such as the one presented in this paper, the computational time to solve the same Cerro Fortunoso Field problem of Figure 1 is about 40 s, both for the entire 25 oil and gas wells and for the first 10 wells alone. Therefore, the use of approximate models for the mechanical energy equation implies important reductions of the computational time of the data reconciliation problem.

**Proposed Reconciliation Model**

Instead of using a rigorous model, an approximation is proposed. Assuming incompressible flow and neglecting acceleration terms, one obtains the following expression of the mechanical energy balance

\[
\rho_1 g (h_1 - h_2) + (p_1 - p_2) = \frac{1}{2 \rho_1} \frac{[G]^T L}{D} \quad (2)
\]

A discussion of this and other models is given in the Appendix. To account for the error of this model, a term \( \Delta \) is introduced into the equation as follows

\[
\rho_1 g (h_1 - h_2) + (p_1 - p_2) - \frac{1}{2 \rho_1} \frac{[G]^T L}{D} = \Delta \quad (3)
\]

We rewrite eq 3 as

\[
a G^2 + (p_1 - p_2) + c = \Delta \quad (4)
\]

where

\[
a = -\frac{8}{\pi^2} \frac{f_i}{D^4} \frac{1}{\rho_1} \quad (5)
\]

\[
c = \rho_1 g (h_2 - h_1)
\]

The iterative scheme consists of assuming certain values for the model error \( \Delta \) and running the data reconciliation using eq 2. Next, the process estimates are updated, and new pressure-drop estimates are obtained with rigorous models. The correction term \( \Delta \) is then calculated by comparing these last pressure-drop values with the predictions of the simplified model obtained using the current variable estimates. The process is repeated until convergence is achieved.

**Observability Analysis**

Observability analysis is needed to classify the variables and perform data reconciliation using the correct set of equations and variables to avoid singularities. Such analysis can be made using approximate models because the objective is only to classify the process variables and not to obtain the value of the variables themselves. In other words, approximate models are as good at identifying redundant and observable variables as rigorous models.

In general, the system of balance equations can be written as

\[
M \cdot G = 0 \quad \text{mass balances}
\]

\[
A \cdot (G \otimes G) + B \cdot P + c = 0 \quad \text{mechanical energy balances}
\]

where \( M \) is the occurrence matrix of the system, \( A \) is a diagonal matrix containing the \( a_i \) coefficients, \( B \) is the matrix of pressure coefficients (which are 1 or -1), and \( c \) is the vector of \( c_i \) coefficients. The term \( G \otimes G \) is a vector such that \( (G \otimes G)_i = G_i^2 \). Pressure drops due to fittings, especially tees, are incorporated as head losses in the piping behind or ahead of the corresponding fittings.

The procedure for observability analysis has three main steps. The first step consists of finding what observability and redundancy information can be obtained from the mass balance equations. The second step involves the energy balance equations and aims at determining the observability and redundancy information that can be obtained from these equations. Finally, the third step combines the mass and energy balance equations.

The only nonlinear term present in eq 6 is quadratic in single variables \((G)^2\). Therefore, in the observability analysis involving the mechanical energy balance equation, one can treat \((G)^2\) as a new variable and perform an observability analysis the same way as in linear systems. Details of this procedure follow:

**1. Construction of the Occurrence Matrix.** Mass balance equations are located in the upper side of the matrix, and energy balance equations are below them. Each row represents an equation, and each column represents a variable. The matrix is constructed by filling position \((i,j)\) with the coefficient of the variable \( j \) in the equation \( i \) or leaving it blank if that variable does not appear in that particular equation. For quadratic terms \((G)^2\), the coefficients are \( a_i \), located on the columns of their corresponding flow as follows

\[
\begin{bmatrix}
M & \text{Mass Balances} \\
A & B \\
\end{bmatrix}
\]

The procedure is illustrated using the system of Figure 2, which is a straightforward gas gathering and transportation system with nine streams, three splitters, and one mixer. The rectangles represent the pipeline section to which the energy balances are applied. The measured variables in this example are \( G_1, G_2, G_8, G_9, P_1, P_2, P_8, \) and \( P_9 \), indicated by a star (*) in the figure.
3. Canonical Representation of the Mass Balance Subset. Following the procedure proposed by Madron,1 Gauss–Jordan factorization is used to obtain the largest possible identity square matrix in the upper left corner of the subset. The scheme of the occurrence matrix with the mass balance section in its canonical form is as shown in eq 11.

\[
\begin{bmatrix}
A_U & B_U & A_M & B_M
\end{bmatrix}
\]

The matrix in eq 12 is the canonical representation of the mass balance subset for the system of Figure 2.

\[
\begin{bmatrix}
G_1 & G_2 & G_3 & G_4 & P_1 & P_2 & P_3 & P_4 & P_5 & P_6 & G_5 & G_6 & G_7 & P_7 & P_8 & P_9 & P_{10} & P_{11} & P_{12} & P_{13} & P_{14} & P_{15} & P_{16} & P_{17} & P_{18} & P_{19} & P_{20} & P_{21} & P_{22} & P_{23} & P_{24} & P_{25} & P_{26} & P_{27} & P_{28} & P_{29} & P_{30} & P_{31} & P_{32} & P_{33} & P_{34} & P_{35} & P_{36} & P_{37} & P_{38} & P_{39} & P_{40} & P_{41} & P_{42} & P_{43} & P_{44} & P_{45} & P_{46} & P_{47} & P_{48} & P_{49} & P_{50} & P_{51} & P_{52} & P_{53} & P_{54} & P_{55} & P_{56} & P_{57} & P_{58} & P_{59} & P_{60} & P_{61} & P_{62} & P_{63} & P_{64} & P_{65} & P_{66} & P_{67} & P_{68} & P_{69} & P_{70} & P_{71} & P_{72} & P_{73} & P_{74} & P_{75} & P_{76} & P_{77} & P_{78} & P_{79} & P_{80} & P_{81} & P_{82} & P_{83} & P_{84} & P_{85} & P_{86} & P_{87} & P_{88} & P_{89} & P_{90} & P_{91} & P_{92} & P_{93} & P_{94} & P_{95} & P_{96} & P_{97} & P_{98} & P_{99} & P_{100}
\end{bmatrix}
\]

For this example, \(G_3\) and \(G_7\) become observable using mass balances only.

4. Separation of Observable Variables. The columns corresponding to the flows determined observable using only mass balance equations are put together with the measured variables. The set of measured and observable flows is now called the set of "known variables". Finally, the rows corresponding to redundant flows are moved to the bottom. The structure of the resulting incidence matrix is presented in eq 13.

\[
\begin{bmatrix}
0 & 0 & E_{RO} & E_{NRO} & 0 & F_o
F_U & 0 & E_{RUO} & E_{NRUO} & 0 & 0
A_{CO} & B_U & A_R & A_{NR} & B_M & A_O
0 & 0 & E_R & 0 & 0 & 0
\end{bmatrix}
\]

For the example, take the columns corresponding to \(G_3\) and \(G_7\) to the right side of the occurrence matrix, as indicated next in eq 14.

\[
\begin{bmatrix}
G_1 & G_2 & G_4 & G_5 & G_6 & P_1 & P_2 & P_3 & P_4 & P_5 & P_6 & P_7 & P_8 & P_9 & P_{10} & P_{11} & P_{12} & P_{13} & P_{14} & P_{15} & P_{16} & P_{17} & P_{18} & P_{19} & P_{20} & P_{21} & P_{22} & P_{23} & P_{24} & P_{25} & P_{26} & P_{27} & P_{28} & P_{29} & P_{30} & P_{31} & P_{32} & P_{33} & P_{34} & P_{35} & P_{36} & P_{37} & P_{38} & P_{39} & P_{40} & P_{41} & P_{42} & P_{43} & P_{44} & P_{45} & P_{46} & P_{47} & P_{48} & P_{49} & P_{50} & P_{51} & P_{52} & P_{53} & P_{54} & P_{55} & P_{56} & P_{57} & P_{58} & P_{59} & P_{60} & P_{61} & P_{62} & P_{63} & P_{64} & P_{65} & P_{66} & P_{67} & P_{68} & P_{69} & P_{70} & P_{71} & P_{72} & P_{73} & P_{74} & P_{75} & P_{76} & P_{77} & P_{78} & P_{79} & P_{80} & P_{81} & P_{82} & P_{83} & P_{84} & P_{85} & P_{86} & P_{87} & P_{88} & P_{89} & P_{90} & P_{91} & P_{92} & P_{93} & P_{94} & P_{95} & P_{96} & P_{97} & P_{98} & P_{99} & P_{100}
\end{bmatrix}
\]
5. Observability Analysis on the Energy Balance Equations. Gauss-Jordan factorization is used next to obtain the canonical form of the energy balances. The resulting structure is:

\[
\begin{pmatrix}
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
\end{pmatrix}
\]

The whole occurrence matrix after this step is:

\[
\begin{pmatrix}
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & K_0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & E_{XBO} & 0
0 & Z_k & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & E_{XBO} & 0
0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0 & 0
0 & 0 & 0 & K_0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & K_0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & K_0 & 0 & Z_k & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & E_O & 0 & 0 & 0 & 0
\end{pmatrix}
\]

For the example, the canonical form equivalent to eq 16 is:

\[
\begin{pmatrix}
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & K_0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & E_{XBO} & 0
0 & Z_k & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & E_{XBO} & 0
0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0 & 0
0 & 0 & 0 & K_0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & K_0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & K_0 & 0 & Z_k & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & E_O & 0 & 0 & 0 & 0
\end{pmatrix}
\]

Three different pressures become observable using energy balances. Notice that only pressures become observable by using energy balances in this particular example.

Next, the row with the submatrix \( E_R \) is taken to the bottom of the occurrence matrix to join the rest of the redundant equations as follows:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & K_0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & E_{XBO} & 0 & 0
0 & Z_k & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & E_{XBO} & 0 & 0
0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & K_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & K_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & K_0 & 0 & Z_k & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & E_O & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

The procedure to solve the remaining nonlinear system is presented next.

6. Combination of Balances. The first two columns in the matrix in eq 18 contain observable variables and are therefore moved to the known variables set.

\[
\begin{pmatrix}
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0
0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

which can be rearranged to give the following structure:

\[
\begin{pmatrix}
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & E_{R0} & 0 & E_{XBO} & 0 & E_O & 0 & 0
0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0
0 & 0 & 0 & K_{R0} & Z_{R0} & K_{S0} & Z_{S0} & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

7. Solution of the Nonlinear System. A technique based on the work of Steward is used to classify the variables in the remaining nonlinear system. The method consists of performing a partitioning of the columns containing unmeasured variables of the occurrence matrix. It classifies unmeasured variables into observable and unobservable and measured variables into redundant and nonredundant.

Steward's Algorithm—Acyclic Precedence Ordering.

(a) Convert the combined subset into the occurrence matrix to be solved by filling position \( ij \) with an X if variable \( j \) appears in equation \( i \) and leaving it blank otherwise.

(b) Find a row containing only one entry. This entry represents a removable 1 \( \times \) 1 subset. If this subset is allowable, remove it by deleting the row and column in which it occurs and place it in the first open row and column in the reordered matrix. Enclose that entry in a box to indicate that this equation is to be solved for this flow. Repeat step 2 until no more entries can be made in the reordered matrix.

(c) Find all undeleted rows with only two entries. If two rows have their entries in the same two columns, a removable 2 \( \times \) 2 subset has been found. If that subset is allowable, remove it from the occurrence matrix, place
it in the next two open rows and columns of the reordered matrix, and enclose it in a box. Repeat steps 2 and 3 until no more entries can be made in the reordered matrix.

(d) Repeat step c replacing two by three, that is, find all undeleted rows with only three entries check whether they form a removable 3 × 3 subset. Repeat replacing three by four, etc., until the rank of the largest allowable subset is reached.

For the example of Figure 2, the converted occurrence matrix is

\[
\begin{bmatrix}
G_4 & G_5 & G_6 & P_{N3} & P_5 & P_6 \\
X & 0 & 0 & 0 & 0 & 0 \\
X & X & X & 0 & 0 & 0 \\
X & 0 & 0 & X & 0 & 0 \\
0 & X & 0 & X & 0 & 0 \\
0 & 0 & X & X & 0 & 0 \\
0 & 0 & X & X & 0 & X
\end{bmatrix}
\]

Finally, the reordered matrix for the example is

\[
\begin{bmatrix}
G_4 & P_{N3} & G_5 & G_6 & P_5 & P_6 \\
X & 0 & 0 & 0 & 0 & 0 \\
X & X & 0 & 0 & 0 & 0 \\
X & 0 & X & X & 0 & 0 \\
0 & X & X & 0 & 0 & 0 \\
0 & X & 0 & X & 0 & 0 \\
0 & X & 0 & X & 0 & X
\end{bmatrix}
\]

Hence, \(G_4\) and \(P_{N3}\) become observable, whereas \(G_5\), \(G_6\), \(P_5\), and \(P_6\) remain unobservable. These are the only variables that remain unobservable after the application of the entire proposed procedure. Using only mass balances, just two variables would have become observable, \(G_3\) and \(G_7\). This illustrates the advantage of using mechanical energy balances as part of the model equations.

### Redundant Set of Equations

The redundant set is composed of the equations that include only measured variables after the occurrence matrix is in its canonical form. In the case of mass balances, the redundant equations can be expressed as

\[
E_R \cdot G_r = 0
\]

where \(G_r\) is a vector composed only of measured and redundant flow rates. Another set of redundant equations comes from the subsystem of mechanical energy balances. This set can be written as

\[
K_R \cdot (G_r \otimes G_r) + Z_R \cdot P_r + E_{OR} \cdot (G_O \otimes G_O) = c^*
\]

where \(P_r\) is composed of only measured and redundant pressures, \(G_O\) is the vector of observable flows from mass balances, and \(c^*\) is the original vector \(c\) when modified through all of the Gauss–Jordan factorization operations. However, \(G_O\) is expressed as a function of measured flows

\[
E_O G_O = -E_{RO} G_r - E_{NRO} G_{nr}
\]

where \(G_{nr}\) is a vector composed of only nonredundant measured flows.

### Material and Energy Balance Data Reconciliation

As described above, this is the data reconciliation problem expressed in terms of the approximate model

\[
\begin{align*}
\min & \quad [[G_r - G_r^+]^T S_f^{-1} [G_r - G_r^+]] + [P_r - P_r^+]^T S_p^{-1} [P_r - P_r^+] \\
\text{s.t.} & \quad E_R \cdot G_r = 0 \\
& \quad K_R \cdot (G_r \otimes G_r) + Z_R \cdot P_r + E_{OR} \cdot (G_O \otimes G_O) - c^* = \Delta \\
& \quad E_O G_O = -E_{RO} G_r - E_{NRO} G_{nr}
\end{align*}
\]

The objective is to find the proper value of the vector \(\Delta\), the model error factor, so that the equation above is satisfied for the estimates obtained by data reconciliation. The value of \(\Delta\) is assumed to be equal to zero for the first iteration, and the constants \(a\) and \(c\) are not updated in the iterative process. They are calculated with the measurements and by using the process simulator to obtain the pipe and flow characteristics. For the rest of the iterations, the following formula is used

\[
\Delta_{i+1} = \Delta_{\bar{P}_i} - \Delta_{P_i^*} + \Delta_i
\]

where \(\Delta_{\bar{P}_i}\) is evaluated using the estimates obtained from the data reconciliation and \(\Delta_{P_i^*}\) using the process simulator. However, using the approximation \((P_i^* - P_{\text{out}})^\Delta \approx (P_{\text{in}} - P_{\text{out}})^\Delta\), eq 28 becomes

\[
\Delta_{i+1} = (P_{\text{out}}^*) - (P_{\text{out}}) + \Delta_i
\]

This scheme is similar to, but more efficient than successive linearization, a very well-known technique in optimization theory. Nevertheless, because the constraints are not convex, global optimality is not guaranteed, either in the scheme using rigorous expression directly or in the case where the approximate model is used iteratively. This issue cannot be resolved easily and is left outside the scope of this paper.

The algorithm was implemented in MS Visual Basic. The GAMS-MS Visual Basic Interface was used to solve the nonlinear optimization and to find the estimates in each iteration. No interface between PRO/II 5.55 and MS Visual Basic exists that allows input values to be entered into the flowsheet from Visual Basic. This was done by hand. As a consequence, the comparison between the rigorous models and the approximate method proposed in this paper was based on the calculation time for each stage of the optimization process and not on the interaction time among them.

The iterative process is terminated when the change in \(\Delta\) becomes very small, that is, when \((\Delta_i - \Delta_{i+1}) \leq \epsilon\), with \(\epsilon\) being a given small number. In the examples presented in this paper, we used \(\epsilon = 0.01\%\). Two different examples are presented next to illustrate the use of the algorithm.

**Example 1.** Consider the flowsheet of Figure 2. Pure methane at \(T = 25 \, ^\circ\text{C}\) and \(P = 25 \, \text{atm}\) is fed into the
The measured variables are the same as before (G1, G2, G8, G9, P1, P2, P8, and P9). There is no elevation change on the pipes. After the observability analysis is performed, the redundant set of the system is

\[
G_9 = G_1 + G_2 \\
G_7 = G_8 + G_9 \\
-a_i G_1^2 + a_2 G_2^2 - P_1 + P_2 = 0 \quad (30)
\]

\[
a_i G_2^2 - a_3 G_9^2 - P_8 + P_9 = 0
\]

\[
a_i G_1^2 + a_3 G_9^2 + P_1 - P_9 + a_i G_7 + a_2 G_8 = 0
\]

There are no elevation changes in the pipeline sections, that is, \(c_i = 0\), \(\forall i\). Therefore, the data reconciliation problem for each \(i\) iteration is

\[
P_i = \min\{\frac{[G_{i,j} - G_{i,j}^r]^T S^{-1} G_{i,j} - G_{i,j}^r}{[P_{i,j} - P_{i,j}^r]^T S^{-1} [P_{i,j} - P_{i,j}^r]}\} \quad (31)
\]

s.t.

\[
G_{3,i} = G_{1,i} + G_{2,i} \\
G_{7,i} = G_{8,i} + G_{9,i} \\
-a_i G_{1,i}^2 + a_2 G_{2,i}^2 - \hat{p}_{1,i} + \hat{p}_{2,i} = \Delta_{2,i} - \Delta_{1,i} \\
a_i G_{2,i}^2 - a_3 G_{9,i}^2 - \hat{p}_{8,i} + \hat{p}_{9,i} = \Delta_{8,i} - \Delta_{9,i} \\
a_i G_{1,i}^2 + a_3 G_{9,i}^2 + \hat{p}_{1,i} - \hat{p}_{9,i} + a_i G_{7,i} + a_2 G_{8,i} = \Delta_{9,i} + \Delta_{7,i} + \Delta_{1,i} + \Delta_{3,i}
\]

Pipe dimensions, pipe lengths, and internal diameters are presented in Table 2.

The constants \(a_i\) are equal to zero because there are no elevation changes on the pipes. Measurement values and the statistical data from the measurements are given in Table 3. The algorithm required four iterations to meet the termination criterion of \(|\Delta_i - \Delta_{i+1}| < 0.01\%\). The execution time on a Pentium III PC, 850 GHz, 128 Gb RAM computer was about 10 s. Iteration information and results of the problem are summarized in Table 4, with values in bold representing the final results of the example.

Notice that, using only mass balances, there are no redundant variables, and the estimates of the flows are equal to the measured values. This leaves the system without bias and leak detection capabilities.

**Example 2: Cerro Fortunoso Field Case.** Consider the Cerro Fortunoso Field presented earlier in Figure 1.1. Inlets to the system are assumed to be pure methane at \(T = 25^\circ\). The flows of all inlet and outlet streams are measured, as are the pressures of the inlet streams of the system. There is no elevation change on the pipes. The dimensions of the pipes assumed for the data reconciliation are shown in Table 1, based on the stream i.d.’s presented in Figure 1. Inlet pressures and flow rate measurements are presented in Table 5.

The redundant set in this problem consists of 44 equations and is omitted here for simplicity. The algorithm required five iterations to meet the termination criterion of \(|\Delta_i - \Delta_{i+1}| < 0.01\%\). The execution time on a Pentium III PC, 580 GHz, 128 Gb RAM computer was about 40 s.

The results of the problem are summarized in Table 6. In this table, we compare the values obtained using material and mechanical energy balances with those obtained using material balances only. In this example, \(S_{out}\), perhaps the most important flow, is corrected to give a reconciled flow that is 0.31% larger than the measurement, whereas the combined material and mechanical energy data reconciliation gives a value that is 0.37% lower. The difference between one estimator and the other is 0.68%. This is a significant difference that has a sizable economical impact in production accounting. Finally, the errors of the model for each iteration are shown in Table 7. All flows are redundant in both cases. This example takes a total of 24 min and 34.92 s to be solved using the SIMSCI PRO/II process simulator. Twenty-five iterations of approximately 59 s each are performed by PRO/II. Note that, although the pressure drop in Table 6 has large deviations, these deviations result from the difference of two pressures,
As the problem size increases, the number of iterations also increases for both rigorous and approximate approaches. Nevertheless, the time per iteration does not increase much in the case of the approximate models because of the low level of nonlinearity of the problem.

Indeed, when only the first branch of the Fortunoso Field Case is taken into account (streams S1–S10, see Figure 1), the data reconciliation problem (with the same characteristics as example 2) takes approximately 40 s to converge with the proposed methodology. In contrast, it takes almost 10 min for the process simulator to solve the optimization problem (same PC as before). Therefore, in larger cases, the rigorous model approach is still less effective than the one proposed here.

**Precision of Estimates**

Once the data reconciliation algorithm is completed, it is desirable to know the precision of the estimators obtained. Because the relationship between estimators and measurements is nonlinear (through the iterative model), the classical relationship used for linear systems no longer applies.

One way to find the precision of estimates is by linearization. Assuming that the measurements (x)}
are related to the estimates ($z$) by some nonlinear function $f(x)$, then linearization gives $z \approx f(x_0) + f'(x_0) (x - x_0)$. Then, the standard linear approach can be applied to the linearized $z$ to obtain the precision of the estimates. Nevertheless, this method involves the error of truncating the Taylor series. Thus, instead of using linearization, a sufficient number of measurement samples is taken and used to obtain the corresponding group of estimators from which the precision and variance is obtained. An example illustrating the process is presented next.

**Example 3.** Consider example 1 with the same characteristics and requirements. Two groups of measurement samples were generated, one with 10 samples and one with 15 samples. The samples were obtained with a normal distribution random number generator assuming 3% error in the measurements and a mean equal to the “true value” of the variable. The mean values and standard deviations of variables are presented in Table 8.

The results for both sample groups are presented in Table 9. First, it can be verified that the estimates (<2.7%) are more precise than the measurements (3%), as predicted by statistics theory. Second, when going from 10 to 15 samples, the results are similar, although still fluctuating. Hence, although a large number of measurements is needed to obtain more stable values for the precision of the estimators, one can obtain a good idea by using a relatively small number of samples. In addition, because the precision of the instruments does not change in time, for a given system, such a study has to be done only periodically (when the precision of the instruments change), but not associated with each data reconciliation.

**Use of Temperature Measurements**

Even though temperature cannot be made redundant using the proposed model, there are many temperature measurements along the pipelines, and those measurements have certain errors, which affect the accuracy of the estimators. Errors in temperature measurements have a weak effect on the data reconciliation of pipeline systems. Indeed, consider eq 4. Temperature has an effect on parameters $a$ and $c$ through the density. Assume that we have an error of two standard deviations in the measured temperature. This allows us to rewrite eq 4 as

$$a(T^* + \epsilon_T)G_T^2 + (p_{T,1} - p_{T,2}) + c(T^* + \epsilon_T) = \Delta_T$$

(32)

where $T^*$ is the true value of temperature, $\epsilon_T$ is the error in the temperature measurement, $a(T^* + \epsilon_T)$ and $c(T^* + \epsilon_T)$ are the corresponding model parameters $a$ and $c$ calculated at $T = T^* + \epsilon_T$, $G_T$ and $p_T$ are the corresponding reconciled values for a different temperature, and $\Delta_T$ is the corresponding error. Expanding the terms $a(T^* + \epsilon_T)$ and $c(T^* + \epsilon_T)$ using Taylor series, we rewrite eq 32 as

$$a(T^*)G_T^2 + (p_{T,1} - p_{T,2}) + c(T^*) \approx \Delta_T$$

(33)

$$\Delta_T = \frac{\partial a}{\partial T}G_T^2 + \frac{\partial c}{\partial T}$$

(34)

Table 7. Model Errors for Example 2

<table>
<thead>
<tr>
<th>model error (kPa)</th>
<th>iteration number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_1$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta_2$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta_3$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\Delta_4$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\Delta_5$</td>
<td>0.6</td>
</tr>
<tr>
<td>$\Delta_6$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta_7$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta_8$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\Delta_9$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta_{10}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\Delta_{11}$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta_{12}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\Delta_{13}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\Delta_{14}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\Delta_{15}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\Delta_{16}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\Delta_{17}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{18}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{19}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{20}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{21}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{22}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{23}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{24}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{25}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta_{out}$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 8. Parameters for Measurement Samples

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$ (kPa)</td>
<td>2533.13</td>
<td>75.99</td>
</tr>
<tr>
<td>$P_2$ (kPa)</td>
<td>2533.13</td>
<td>75.99</td>
</tr>
<tr>
<td>$P_3$ (kPa)</td>
<td>2143.58</td>
<td>64.31</td>
</tr>
<tr>
<td>$P_4$ (kPa)</td>
<td>2142.17</td>
<td>64.26</td>
</tr>
<tr>
<td>$G_1$ (kg/s)</td>
<td>20.00</td>
<td>0.600</td>
</tr>
<tr>
<td>$G_2$ (kg/s)</td>
<td>25.00</td>
<td>0.750</td>
</tr>
<tr>
<td>$G_3$ (kg/s)</td>
<td>7.50</td>
<td>0.225</td>
</tr>
<tr>
<td>$G_4$ (kg/s)</td>
<td>15.00</td>
<td>0.450</td>
</tr>
</tbody>
</table>

Table 9. Precision of Estimates for Different Sample Group Sizes

<table>
<thead>
<tr>
<th></th>
<th>10 samples</th>
<th>15 samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$ (kPa)</td>
<td>2470.88</td>
<td>2482.85</td>
</tr>
<tr>
<td>$P_2$ (kPa)</td>
<td>2492.05</td>
<td>2502.83</td>
</tr>
<tr>
<td>$P_3$ (kPa)</td>
<td>2188.09</td>
<td>2194.58</td>
</tr>
<tr>
<td>$P_4$ (kPa)</td>
<td>2179.11</td>
<td>2187.12</td>
</tr>
<tr>
<td>$G_1$ (kg/s)</td>
<td>19.67</td>
<td>19.87</td>
</tr>
<tr>
<td>$G_2$ (kg/s)</td>
<td>25.27</td>
<td>25.33</td>
</tr>
<tr>
<td>$G_3$ (kg/s)</td>
<td>7.51</td>
<td>7.52</td>
</tr>
<tr>
<td>$G_4$ (kg/s)</td>
<td>14.97</td>
<td>15.07</td>
</tr>
</tbody>
</table>

The results for both sample groups are presented in Table 9. First, it can be verified that the estimates (<2.7%) are more precise than the measurements (3%), as predicted by statistics theory. Second, when going from 10 to 15 samples, the results are similar, although still fluctuating. Hence, although a large number of measurements is needed to obtain more stable values for the precision of the estimators, one can obtain a good idea by using a relatively small number of samples. In addition, because the precision of the instruments does not change in time, for a given system, such a study has to be done only periodically (when the precision of the instruments change), but not associated with each data reconciliation.

**Use of Temperature Measurements**

Even though temperature cannot be made redundant using the proposed model, there are many temperature measurements along the pipelines, and those measurements have certain errors, which affect the accuracy of the estimators. Errors in temperature measurements have a weak effect on the data reconciliation of pipeline systems. Indeed, consider eq 4. Temperature has an effect on parameters $a$ and $c$ through the density. Assume that we have an error of two standard deviations in the measured temperature. This allows us to rewrite eq 4 as

$$a(T^* + \epsilon_T)G_T^2 + (p_{T,1} - p_{T,2}) + c(T^* + \epsilon_T) = \Delta_T$$

(32)

where $T^*$ is the true value of temperature, $\epsilon_T$ is the error in the temperature measurement, $a(T^* + \epsilon_T)$ and $c(T^* + \epsilon_T)$ are the corresponding model parameters $a$ and $c$ calculated at $T = T^* + \epsilon_T$, $G_T$ and $p_T$ are the corresponding reconciled values for a different temperature, and $\Delta_T$ is the corresponding error. Expanding the terms $a(T^* + \epsilon_T)$ and $c(T^* + \epsilon_T)$ using Taylor series, we rewrite eq 32 as

$$a(T^*)G_T^2 + (p_{T,1} - p_{T,2}) + c(T^*) \approx \Delta_T$$

(33)

Thus

$$\Delta T = \frac{\partial a}{\partial T}G_T^2 + \frac{\partial c}{\partial T}$$

(34)

where $\Delta(T^*) = a(T^*)G_T^2 + c(T^*)$. We notice that, in the case where $(\partial a/\partial T^*) \epsilon_T \ll \Delta$, that is, when the correction to the equation due to changes in temperature is negligible, we can also expect $G_T \approx G$ and $p_T \approx p$. However, when $(\partial a/\partial T^*) \epsilon_T$ is not negligible compared to $\Delta$, then an effect of temperature is seen. Whether this will affect the flows more than the pressures or both equally depends on the relative weights in the objective function (precision of measurements). It would be nice to have better tests that would indicate whether temperatures are an issue. Nevertheless, in practice, after reconciliation is completed, one can simply check the effect of temperatures by repeating the run for other temperatures, as in the example below, which illustrates a case in which temperature errors have a negligible effect in reconciled flows.
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Table 10. Temperature (°C) Measurements for Example 4

<table>
<thead>
<tr>
<th>stream</th>
<th>original case</th>
<th>2.5% std dev</th>
<th>7.5% std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₁</td>
<td>25.00</td>
<td>25.67</td>
<td>23.07</td>
</tr>
<tr>
<td>S₂</td>
<td>25.00</td>
<td>24.43</td>
<td>23.12</td>
</tr>
<tr>
<td>S₈</td>
<td>25.00</td>
<td>25.58</td>
<td>26.75</td>
</tr>
<tr>
<td>S₉</td>
<td>25.00</td>
<td>24.40</td>
<td>26.82</td>
</tr>
</tbody>
</table>

Table 11. Comparison of the Outcome of the Algorithm for Different Temperature Measurement Errors

<table>
<thead>
<tr>
<th>temperature standard deviation</th>
<th>0%</th>
<th>2.5%</th>
<th>7.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>P₁ (kPa)</td>
<td>2470.045</td>
<td>2469.526</td>
<td>2469.925</td>
</tr>
<tr>
<td>P₂ (kPa)</td>
<td>2487.794</td>
<td>2487.601</td>
<td>2487.607</td>
</tr>
<tr>
<td>P₈ (kPa)</td>
<td>2184.618</td>
<td>2185.127</td>
<td>2184.841</td>
</tr>
<tr>
<td>P₉ (kPa)</td>
<td>2178.353</td>
<td>2178.360</td>
<td>2178.348</td>
</tr>
<tr>
<td>G₁ (kg/s)</td>
<td>19.705</td>
<td>19.706</td>
<td>19.706</td>
</tr>
<tr>
<td>G₂ (kg/s)</td>
<td>24.899</td>
<td>24.899</td>
<td>24.899</td>
</tr>
<tr>
<td>G₈ (kg/s)</td>
<td>7.459</td>
<td>7.459</td>
<td>7.459</td>
</tr>
<tr>
<td>G₉ (kg/s)</td>
<td>15.131</td>
<td>15.131</td>
<td>15.131</td>
</tr>
</tbody>
</table>

Example 4. Consider example 1 with the same characteristics and requirements. Two different cases are studied here, one with a 2.5% standard deviation in temperature measurements and one with a 7.5% standard deviation. The temperature measurements used for the numerical experiment are presented in Table 10.

For this case, the effect of gross errors in temperature measurements is summarized in Table 11. These results indicate that temperature measurements have a moderate effect on the model errors, as indicated by Table 12. However, in this example, the reconciled values of flows obtained with the proposed iteration procedure are not significantly altered by gross errors in temperature measurements, as discussed below in detail. We leave a more detailed investigation of this issue for future work.

The results presented in Table 11 show that gross errors in temperature measurements as large as 7.5% do not significantly distress the outcome of the proposed iterative process. The changes in the reconciled values are no larger than 0.02% for any of the redundant variables. It can also be noticed that there is no significant increase in the inaccuracy of the model when going from a 2.5 to a 7.5% deviation in the temperature measurements; it is equally irrelevant in both cases. Thus, very large gross errors in temperature measurements are needed to generate noticeable effects in the results of the data reconciliation scheme proposed.

Table 12. Effect of Temperature Measurements on Model Errors

<table>
<thead>
<tr>
<th>pipe</th>
<th>åΔ/åT (kPa/°C)</th>
<th>εₜ (°C)</th>
<th>(åΔ/åT)×εₜ (kPa)</th>
<th>Δ (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.377</td>
<td>0.670</td>
<td>-1.930</td>
<td>-0.253</td>
</tr>
<tr>
<td>2</td>
<td>-0.434</td>
<td>-0.570</td>
<td>-1.880</td>
<td>0.247</td>
</tr>
<tr>
<td>8</td>
<td>-0.317</td>
<td>0.580</td>
<td>1.750</td>
<td>-0.184</td>
</tr>
<tr>
<td>9</td>
<td>-0.274</td>
<td>-0.600</td>
<td>1.820</td>
<td>0.164</td>
</tr>
</tbody>
</table>

Conclusions

In this paper, mechanical energy balances in an approximate form are used as model equations in addition to mass balances for data reconciliation in pipeline systems. An observability analysis based on the use of both material balances and mechanical energy equations is proposed. It is shown that the use of energy equations increases the amount of redundant and observable variables. An iterative process to solve the data reconciliation problem is proposed to account for the error of the approximate model. It is revealed that using approximate models for the mechanical energy equations reduces the execution time for the data reconciliation problem. Finally, the effect of gross errors in temperature on the data reconciliation process is studied, revealing that this effect is insignificant for gross errors of 10% or lower.
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Nomenclature

a = flow rate coefficient in the model
A = internal pipe area
c = independent term coefficient in the model
D, d = pipe internal diameter
e = termination criterion for iteration process
fᵢ = friction factor
δF = friction energy loss differential
g = gravity constant (=9.8 m/s²/m/s²/sec)
G = flow rate
Gᵣ, Pᵣ = reconciled values of flow rate and pressure, respectively, for temperature T
Gᵣ, P = flow rate estimate, pressure estimate
Gᵣ*, Pᵣ* = flow rate measurement, pressure measurement
h = pipe elevation of the pipe
L = pipe length
Mᵢ = measurement sample
P, p = fluid pressure
R = universal gas constant (=8.314 51 J/(gmol K))
Re = Reynolds number
Sₒ = variance matrix of flow rates
S*p = variance matrix of pressures
T = fluid temperature
T* = true fluid temperature
V = fluid velocity
δW = work differential
x = vector of measurements
z = gas compressibility factor
z = vector of estimators
εₜ = gross error in temperature measurements
Δᵣ = nondimensional threshold value for the error resilience
ρ = fluid density
Δ = model error
Δᵣ = model error when temperature measurements are included

Appendix: Mechanical Energy Balance Equation

The mechanical energy balance on a differential pipe length is

\[ g \, dh + \frac{dp}{\rho} + V \, dV + \delta W + \delta F = 0 \quad (A1) \]

No work is done by the pipeline against the surroundings or by the surroundings against the pipeline; thus, the work term can be disregarded. Multiplying both sides of eq A1 by the density squared gives

\[ \rho^2 g \, dh + \rho \, dp + \rho^2 V \, dV + \rho^2 \, \delta F = 0 \quad (A2) \]
However, \( V = G/\rho A \) and
\[
\delta F = -fV^2 \frac{dL}{D} = -\frac{f}{2} \frac{G}{\rho A} \frac{dL}{D} \quad (A3)
\]
Therefore, eq A2 becomes
\[
\rho^2 g dh + \rho dp + \left( \frac{G}{A} \right)^2 \rho \left[ \frac{1}{\rho} - \frac{1}{2} \frac{G}{\rho A} \frac{dL}{D} \right] = 0 \quad (A4)
\]
Using the gas law \( p = \rho RT \), one obtains
\[
\rho^2 g dh + \frac{p}{RT} dp + \left( \frac{G}{A} \right)^2 \rho \left( \frac{2RT}{p} - \frac{1}{2} \frac{G}{\rho A} \frac{dL}{D} \right) = 0 \quad (A5)
\]
Equation A5 can be integrated along a defined section of a pipe to obtain the integral form of the mechanical energy balance. A different expression is found depending on the type of assumptions made. The particular case of natural gas pipelines is a compressible gas flowing at velocities mostly below 50 m/s, which are considered low velocities. For low-velocity compressible gas flow, the pressure loss causes a slow density change. In addition, it can also be shown that, in the absence of large heat losses (that is, assuming that the flow is adiabatic), this type of flow is almost isothermal. Therefore, one approximation is to assume that the temperature is constant. Next, elevation changes are neglected. Thus, one obtains
\[
(p_1^2 - p_2^2) - 2 \left( \frac{G}{A} \right)^2 \frac{P_1}{P_1} \ln \left( \frac{P_1}{P_2} \right) - f \left( \frac{G}{A} \right)^2 \frac{L}{P_1} \frac{dL}{D} = 0 \quad (A6)
\]
This expression is implicit for \( p_2 \), and therefore, if \( p_1 \) is known, then numerical methods are needed to solve for \( p_2 \).

Simpler expressions of similar accuracy can be obtained. For instance, the error caused by neglecting the kinetic energy change due to expansion (\( V \, dv \)) is always lower than 1\% for pressure drops lower than 40\% of the inlet pressure, i.e., \( \Delta P/P_{\text{in}} < 0.4 \).\( ^9 \) Indeed, for natural gas at a temperature of 20 °C and a velocity of 50 m/s, the error is about 1.2\%. For superheated steam at 400 °C and 50 m/s, it is 0.83\%. Then, the integration of A5 gives
\[
(p_1^2 - p_2^2) = f \left( \frac{G}{A} \right)^2 \frac{P_1}{P_1} \frac{L}{D} \quad (A7)
\]
which is explicit.

When the elevation change in the pipeline is considerable, gravity effects must be taken into account. Then, if the acceleration term \( V \, dv \) is neglected, from eq A5, one obtains (after some omitted intermediate steps)
\[
\left( \frac{p_2}{p_1} \right)^2 = \left[ 1 - \frac{f}{2 \rho g \sin \alpha} \left( \frac{G}{p_1} \right)^2 \right] \times \exp \left( \frac{2L \rho g \sin \alpha}{p_1} - \frac{f}{2 \rho g \sin \alpha} \left( \frac{G}{p_1} \right)^2 \right) \quad (A8)
\]
where \( \alpha \) is the angle of elevation of the pipe.

The error generated by using eq A7 or A8 is less than 1\% for pressure drops lower than 40\% of the inlet pressure, i.e., for \( \Delta P/P_{\text{in}} < 0.4 \). The problem with these formulations is their level of nonlinearity.

Finally, if one assumes incompressible flow and neglects the kinetic energy change due to expansion, the integration of eq A5 gives
\[
\rho_2 g \left( h_1 - h_2 \right) + (p_1 - p_2) = \frac{1}{2} f \left( \frac{G}{A} \right)^2 \frac{L}{D} \quad (A9)
\]
Equation A9 generates errors smaller than 10\% for \( \Delta P/P_{\text{in}} < 0.3 \), which is worse than those obtained using eq A7, but the nonlinearity in pressures is eliminated.

To perform the data reconciliation, eq A9 is used. To account for the error of this model, a term \( \Delta \) is introduced into the equation
\[
\rho_2 g \left( h_1 - h_2 \right) + (p_1 - p_2) - \frac{1}{2} f \left( \frac{G}{A} \right)^2 \frac{L}{D} = \Delta \quad (A10)
\]
The correction term \( \Delta \) is calculated through an iterative process during the data reconciliation scheme, which is explained in detail in the Material and Energy Balance Reconciliation section of this paper.

We rewrite eq A10 as follows
\[
aG^2 + (p_1 - p_2) + c = \Delta \quad (A11)
\]
where
\[
a = -\frac{8}{\pi^2} \frac{f}{D^4} \frac{L}{\rho_1} \quad (A12)
\]
and
\[
c = \rho_2 g \left( h_2 - h_1 \right) \quad (A13)
\]
Flow rates and pressures are considered to be the only variables of eq A11. All other variables are considered to be known and constant during each data reconciliation step. To calculate the friction factor, \( f \), a variety of expressions can be used, e.g., Prandtl formula.\(^6\)
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