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Traditional approaches to detecting the presence of moderators
in meta-analyses involve inferences drawn from the residual variance
in criterion-related validities (n) (tfter correctingfor sampling error and
statistical artifacts. James. Demaree, Mulaik. and Ladd (1992) argued
that these residualized interpretations ofmeta-analytic results may be
spurious when statistical artifacts covary with true moderators. We
extend their model to suggest that situational moderators might also
covary with sample size and content {i.e.. nonrandom sample selection
error), causing meta-analysis to be tminterpretable and a significant
correlation between criterion-related validities and Oi. We investigate
this possibility on studies examining criterion-related validities of peer
nominations originally reported by Kane and Lawler (l978).
Application of residualized meta-analysis suggests the presence of
moderator effects, but a significant correlation between n and ni
precludes interpretation of the moderator process behind these effects.
More generally, we argue that the nature of true contingencies cannot
be inferred from meta-analytic summaries of traditional criterion-
related validity studies. Primary research with appropriate controls
is the only means of identifying true moderator effects anA processes
on criterion-related validity.

Schmidt (1992) recently argued that inadequate research methods were the
primary reasons for an apparent decline in the advance of psychological theory
over the last 92 years. Statistical tests of significance used to analyze primary
research data were criticized for placing too little emphasis on Type II error.
When a number of smaU sample studies capture true underlying regularities
in data, these irxse regularities may be hidden by variation caused by sampling
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error, and hence incorrect inferences about the true regularities are drawn (a
Type II error). Further, Schmidt demonstrated how estimates of effect size in
studies reporting "significant" findings may be distorted. Citing the potential
for erroneous conclusions being drawn from tests of statistical significance in
primary research studio, Schmidt (1992) questioned the merit of current
research paradigms, suggesting that scientific discovery would be better served
by de-emphasizing conclusions drawn from primary research studies, and
emphasizing meta-analytic data summaries.

Meta-analyses of criterion-related validities in personnel election t)rpically
correct distributions of criterion-related validities (r̂ y) for variance attributable
to sampling error and statistical artifacts (Schmidt & Hunter, 1990). Proponents
of meta-analysis contend that these corrections provide an objective,
methodologically rigorous means of advancing science by cumulating
knowledge and reconciling findings across necessarily flawed primary research
studies (Hunter & Schmidt, 1990). The meta-analytic model has claimed an
elevated status over narrative compilations as the technique of choice for
drawing inferences from cumulative research in many substantive areas (Guzzo,
Jackson, & Katzell, 1987). Schmidt (1992) went so far as to posit an alternate
research paradigm, where major original discoveries are made by mining the
information foimd in existing research literatures and not by conducting original
research (see McClall & Bobko, 1990; Mumford, Stokes & Owens, 1990, for
different perspectives).

Nonetheless, a number of potential problems have been identified that
prevent immediate adoption of Schmidt's (1992) views. Most of these concerns
focus on the common "residualization" approach to meta-analysis (James,
Dcmaxce, Mulaik, & Ladd, 1992). Specifically, traditional approaches to meta-
analysis involve inferences drawn from al, the residual variance remaining in
n (the correlation between predictor X and criterion Y in Study I) observed
across primary research studies after controlling for sampling error and
statistical artifacts. If al is large, the possibility of some unknown moderator
is said to exist. Conversely, if (^ is sm^, validity is said to generalize, i.e., there
is an absence_of moderators that might cause n to vary from one situation to
the next and r (corrected for statistical artifacts) is consider^ to be an accurate
estimate of p.

Problems originally identifi^ with this residualization ^proach focus on
subjective interpretations of how small al had to be before "validity
generalization" across situational moderators couM be concluded (James,
Demaree & Mulaik, 1986; James et al., 1988; Kemery, Mossholder & Roth,
1987; McDaniel, Hirsh, Schmidt, Raju & Hunter, 1986; Schmidt, Hunter &
Riyu, 1988; Schmitt, Gooding, Noe & Kirsch, 1984; Schmitt & Noe, 1986;
Tliomas, 1988). Hunter, Schmidt, and Jackson (1982) suggested that if the ratio
of n variance diK to sampling error divided by total n variance (al/a^t, where
a\ = al + af is greater than or equal to 75%, validity generalization could be
concluded. Recent concerns ha\^ examined how various circumstances might
bias estimates of al (James et al., 1992). We examine the possil»lity that
meaningful "moderators" might covary with nonrandom sampling error (i.e.,
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DISTINGUISHING MODERATOR EFFECTS/PROCESSES 815

sample selection error) and n obtained in primary research studies. We first
use two hypothetical data sets to describe how nonrandom sample selection
error might impact meta-analysis results. We then demonstrate how nonrandom
sample selection error impacts actual n^a-analysis results using primary
research studies reported by Kane and Lawler (1978). The possibility of
nonrandom sampling error and the inability of meta-analysis to detect this error
preclude interpretations of moderator processes in meta-analytic summaries.

ComequencM of Nonrandom Sample Selection Error in Meta-Analysis

James et al. (1992) mounted compelling logical arguments suggesting that
a typically unmeasured moderator, organizational climate, covaries with true
criterion-related validities (pxy), criterion reliability, and range restriction. James
et al. (1992) developed a model of these relationships presented in Figure la.

In this model, this situation moderator (M) influences both the true level
of criterion validity (pk) and statistical artifacts (ait = criterion reliability;
<^ = predictor reliability; and, fk = range restriction in the predictor). The
result is that when meta-analytic corrections are made for these artifacts,
variance in n due to true moderator effects is lost and estimates of al will be
biased downward (see James et al., 1992, for a detailed explanation concerning
why meta-analysis is not "meaningful or possible" [p. 9] under these
conditions). Meta-analytic researchers may inappropriately conclude that
situational moderators are not present and that validity generalizes (e.g.,
Schmidt, 1992).

We present an extension of the James et al. (1992) model incorporating
covariation between nonrandom sampling error and situational moderators.
James et al.'s (1992) approach did not include the possibility that variation in
sample size and content, drawn from the "population" of field settings in which
personnel selection validity studies could be conducted, is not random. Using
Campbell and Stanley's (1963) convention, we will call this nonrandom sample
selection error or "[b]iasK resulting from differential selection of respondents"
(p. S, original emphasis retained). As in the case of covariation between
moderators and statistical artifacts, residualized interpretations of meta-analytic
results after correcting for sampling error may be incorrect. While James et
al. (1992) suggested that situational moderators may go undetected in typical
meta-analyses, we suggest that nonrandom sample selection error may cause
erroneoiis situational moderators to be identified in typical meta-analy^s.
Figure lb specifies this circumstance.

Specifiadly, Hunter and Schmidt (1990) assumed that one source of
variation in observed criterion-related validities is what might be expected when
multiple samples are randomly drawn from a single population. Sampling
theory predicts that random events will cause statistics derived from the samples
to vary around the population parameter of interest. The variation in observed
criterion-related validity coefficients (n) around the true population correlation
(Pxy) will increase as sample size decreases. B(ql) = 0 when there is only one
population value of p, while B^ql) > 0 when a situational moderator causes
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DISTINGUISHING MODERATOR EFFECTS/PROCESSES 819

p to be large for some moderator conditions and smaU for others. One
moderator process previously unexamined in meta-analyses appUed to the
personnel selection literature is nonrandom sample selection error. We
demonstrate below that nonrandom sample selection error may cause
residualized interpretations of meta-analytic results to identify the wrong
situational moderator. There are at least two ways in which nonrandom sample
selection error can occur.

Nonrandom Sample Sizes

First, nonrandom sample selection error occurs when a potential
moderator variable is related to sample size. It is stiU assumed that observations
within each sample were drawn at random, but the sample size was influenced
by some moderator variable. This t3rpe of sample selection error leads to lower
levels of precision in estimating p for some levels of the moderator, for example,
a\ is larger for some moderator conditions than others even though the
moderator is not related to r,. A hypothetical example of primary research
Hndings that might yield this result is presented in Table 1. For consistency
with James et al. (1992), we use organizational climate as a hypothetical
moderator, though there are many possible variables that affect sample size in
a study. We wiU assume managers in participative-organic organizations are
less averse to taking risks (more likely to see the value of innovative social science
applications) and cooperate with primary investigators, providing larger sample
sizes than manageried subgroups who agree to participate from autocratic-
mechanistic organizations (see James et al., 1992, for evidence supporting this
possibiUty). Note that the data is configured so that variation around p = .30
is twice as large when m =^ 100 versus m = 200 (doubUng the sample size is
exp^^ted to yield half the sampling error variance).

The average effect size r is the same for both autocratic-mechanistic and
participative-organic organizations in this hypothetical data. Further, if a meta-
analysis had been conducted on aU 20 observations. Hunter et al. (1982) would
have concluded that there is no evidence of a moderator effect on n because
more than 75% of the observed variance in effect sizes (a r) was due to sampling
error (al/o] = 83.6%). As can _be seen from results reported in Table I,
differences in the precision of the 7 estimate at each level of the moderator wiU
cause estimates of ol to vary across levels of the moderator, though a
residualized interpretation of meta-analysis results using the 75% rule is correct
(i.e., one value of p is constant across levels of the moderator).* This example
of nonrandom sampUng error should pose no problem for traditional
residualized meta-analytic interpretations: if? varies across levels of some true
moderator, all a] decreases in the total sample.

Nfmnmdom Sample Size and Content

Sample selection may also be nonrandom if a moderator variable is related
to both the number and type of observations included in a sample, for example,
the moderator variable may cause samples to be selected of different sizes as
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well as content. This effect occurs when the observed relationship between X
and Y is related to the level of the moderator MNR; however, MNR effects the
X-Y relationship only through its influence on which observations are likely
to occur in a given sample.

For example, we are aware of a research project conducted on negative
affectivity in which a large number of blank questionnaires were returned
because certain questions relating to irregularities in sexual relations were
deemed too personal by some respondents. Assume: (1) the purpose of this study
was to examine the relationship between negative affectivity and job
performance; (2) respondents who judged questions regarding their sex lives
to be too personal were highly averse to taking risks (i.e., sharing personal
information); and (3) risk averse people made more conservative choices on
the job that resulted in fewer "big wins" and "big losses" in various aspects of
job performance. In this case the moderator process occurs when the variable
MNR acts to screen some subjects in and other subjects out of a given sample.
This nonrandom (hence the subscript "NR" on variable MNR) sample selection
error would impact both sample size and content, resulting in two different r
due to differences in the content of the samples on which they were derived.
Individual differences m risk aversion (as a result of sampling bias) are the true
cause of differences in 7.

This nonrandom sample selection effect is illustrated in Figure 2, where
ellipse A contains data points associated with the high risk averse employees
(who did not respond to the survey) and ellipse B contains data points for low
risk averse employees (who did respond to the survey). Data points in ellipse
A yield a substantially higher n than data points in ellipse B. Note that the
range of X and Y values is exactly the same for both high and low risk averse
individuals—we will also assume all other statistical artifacts (e.g., criterion and
predictor reliability) are equal for both groups. That is, the differences in
validities are not due to r a n ^ restriction, predictor reliability, criterion
reliability, or other artifacts which could be corrected, but rather are due to
differences in the type of respondents. For any given level of negative affectivity
(X), low risk averse employees exhibit a wider dispersion of true job
performance (reflecting extremes occurring because of their "big wins" and "big
losses").

When this nonrandom sample selection error exists in some studies but
not others. Hi across all studies will be related to the observed effect size, n.
Specifically, negative affectivity studies asking questions about sexual relations
niight result in small samples with low risk averse subjects being selected and
yield smaller n. Studies that measure negatiw affectivity without these questions
will result in large samples that contain both high ami low risk averse subjects
and yield larger n. In traditional personnel sel^^on settings, recruiting is
designed to take "nonrandom" samples of the available labor pool in order to
maximize applicant quality. Firms engaging in systematic recruiting efforts are
more likely to sample from the upper tail of the labor pool performance
distribution (i.e., t t^ distribution of perfonnance obtained if the entire labor
pool had been hired). Firms engaging in less systemtatic or non-optimal
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Y ,

PREDICTOR ^

Figure 2. Graph of relationship between predictor and criterion for high risk averse
(ellipse A) and low risk averse (ellipse B) individuals.

recruiting efforts wiU obtain a substantively different sample of the labor pool.
Sample size cannot "cause" an effect, though clearly sample content can. Any
observed relationship between m and n must be due to some moderator that
influences or "biases" the number and tjrpe of oteervations contained in the
sampte, subsequently inflating or deflating n (Berk, 1983).

A problem occurs when a moderator that causes nonrandom sample
selection error is perfectly confounded with another variable, or what CampbeU
and Stanley (1963) labeled a "selection by treatment interaction" (p. 6). Simply
put, if: (1) a researcher has measures of t h r ^ variables (M, X, and Y); (2) a
soun% of nonrandom sample selection error ( M N R ) is the true cause of
difference in rxy ol^erved across studies; aiMi (3) M is highly correlated with
M N R , then the r e^a rche r could falsely conclude tiiat M is the true cause of an
oteerved moderator effect. Note, this wiU be true for tmy inference drawn on
the basis of al, regardless of whether it is based on a decision heur^t ic (e.g..
Hunter & Schmidt 's 7 5 % rule) or some statistical test (e.g., H ^ g e s & Oklin's,
1985, chi-square tests).

T o iUustrate this circumstance, we use organizational climate (M) and risk
aversion ( M N R ) as h j ^ t t e t i c a l c a u s ^ of a moderator effect. We expand our
initial example to m ^ e t t e predictor X = peer assrasments aiui the criterion
Y = s u p e r v i s e performaiMX ratings in a single j o b occurring in a wide variety
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of organizations. We will make three assumptions in this example. First, we
assume that applicants who decide to apply and accept job offers (i.e., exercise
self-selection) into autocratic-mechanistic organizations are more risk averse,
preferring the comfort of a highly structured work environment. Similarly, we
assume that applicants who self-select themselves in more participative-organic
organizations desire less structure in their work and are less risk averse. For
purposes of the example, it does not matter how the nonrandom sample
selection occured—in actuality it is probably some combination of differential
"approach" behavior by both the firm (i.e., variance in recruiting practices) and
applicants (i.e., self selection). Second, we assume that two population values
of̂  p characterize applicants to these positions, with a larger value for the high
risk averse employees (who would comprise ellipse A in Figure 2). If risk
aversion could be held constant across different organizational climates, E(ap)
= 0. Third, as before we also assume that managers in participative-organic
organizations will be more cooperative with the researcher (because they are
also low risk averse) and provide greater access to their employees. Hence, in
this example, participative-organic organizations attract low risk averse
employees, resulting in lower criterion-related validities am/larger sample sizes
than autocratic-mechanistic organizations. Please note that this example and
these assumptions are not based on prior theory but rather are offered to
illustrate potential consequences of nonrandom sample selection error.

The hypothetical example of primary research findings presented in Table
2 suggest that a residualized interpretation of meta-analysis results could
conclude that organizational climate moderates the X-Y relationship {allo] =
56.4%, which is less than the 75% rule proposed by Hunter et al., 1982). In
fact, moderation due to organizational climate does not exist—instead,
nonrandom sample selection error due to the self-selection of high and low risk
averse people to these climates is causing the observed effect. Nonrandom
sample selection error in this hypothetical data causes a correlation between
Mi and r, (rajri = .482, p < .05). This is not a simple decrease in estimation
precision for some levels of a moderator. Instead, it is due to differences in
sample size and content, causing variation in effect size (n) due to the content
of samples obtained from different organizational climates. Residualized meta-
analysis would inappropriately conclude that organizational climate operates
as a moderator, when applicant risk aversion is the true cause of differences
in predictor-criterion relationships.

The fmdings presented in Table 2 highlight a subtle distinction between
moderator effects and moderator processes. Meta-analytic results in Table 2
correctly demonstrate the presence of a moderator effect. However, the
confounding of two moderator variables—"organizational climate" and
nonrandom sample selection error caused by uneven representation of ''risk
aversion" across studio—could cause a met^analytic researcher to draw
incorrect coiK:lusions about the moderator process. Meta-analytic implications
for theory development and practice would be incorr^^t.

Nonrandom sample %le^on error as used herein is what Sackett, Tenopyr,
Schmitt, and Kehoe (1985) callni "first order" sampling error in that it occurs
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in original research studies where some "screen" operates to select certain types
of subjects in or out of samples used in each study. First order sample selection
error is captured in the traditional distinction between: (1) fixed effect,
controlled experimental design with true random assignment of subjects; and
(2) random effects, quasi-experimental designs that select subjects from
naturally occurring groups in settings where people have not been randomly
assigned to those groups. If each primary research study chosen for inclusion
in a meta-analysis employed a design where levels and manipulations of the
independent variable (predictor) were known and subjects from the population
of interest were randomly assigned to each "treatment" group (i.e., predictor
levels in a fixed effects experimental design), then meta-analytic partitioning
of total variance into portions due to treatment and portions due to random
sampling error {a\ = ap\- Oe) could be considered the analogue of the traditional
partitioning_of sums qf squares in analyses of variance (]S2(X,j — X)̂  =
5;2(Xij - Xj)̂  -I- 2ni(Xj - X)̂ ) (cf. McClelland & Judd, 1993). For the
hypothetical studies in Table 2, this would require random assignment of
applicants to participative-organic versus autocratic-mechanistic firms ay well
as stratified random samples of high and low risk averse employees from both
types of organizations.

Unfortunately, the experimental control required to achieve these sample
characteristics is rare in personnel selection research. T5rpical field settings in
personnel selection involve a certain amount of self selection by the subjects
(i.e., to the applicant pool in predictive designs and to continued employment
in concurrent designs) cts well as other screening by firms' recruiting efforts or
other environmental events (cf. Russell, Settoon, McGrath, Blanton, Kidwell,
Lohrke, Scifries & Danforth, 1994). It seems highly probable that screening
processes operate in field settings to cause subjects with certain latent predictor-
criterion relationships (p,y) to appear with greater or lesser frequency.

Consequently, at least three models portray how situational moderators
might operate on T and al obtained using the Hunter et al. (1982) derivations.
In Model I, situational moderators are unrelated to sample size and content.
This is the implicitly assumed state in most meta-analytic research. In Model
II, a situational moderator is related to sample size and not n. Hunter et al.'s
(1982) r^idualization approach to meta-anal)^is should correctly conclude that
a moiderator does not impact r, (see Table 1). In Model III, a situational
moderator may be related to both nt and n (see Figure lb). In this case, m and
r, are correlated due to the "bias" of the situational moderator. This bias causes
traditional residualized meta-analysis interpretations to incorrectly conclude
that one moderator process (e.g., involving organizational climate) exists when
in fact another moderator process (e.g., involving risk aversion) is at work

^ nonraiKiom sample selection error.
Of course, combination of these models might also exist, for example,

moderators may exist that influence both the nature of the sample drawn
(nonrandom sample selection error) and the nature of the X-Y relationship
(Figure lc). In the example described in Table 2, this would involve a
combination of a moderator eff«:t due to organizational climate and
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nonrandom sample selection error due to subject self-selection into each climate.
Regardless, investigators using the residualization approach to meta-analysis
will never know whether they face Models I, II, or III unless they have
determined whether ni, n, and a moderator M are related.

The purpose of this study was to examine this extension of the James et
al. (1992) model that permits moderators to covary with nonrandom sampling
error. We cannot explore the nature of any existing sampling bias—that cannot
be done when access is limited to archival summary statistics (e.g., n). Instead,
we meta-analyze data originally compiled by Kane and Lawler (1978) on the
validity of peer assessment, examining whether evidence of sample selection
error exists (i.e., whether m and n are correlated) and what (if any) moderators
might accoxmt for this bias.

Method

Sample
Analyses reported below use studies obtained from Table I originally

reported in Kane and Lawler (1978). Fourteen studies using peer nominations
as predictors and a variety of job performance criteria contained 61 criterion-
relate validities.

Procedure
Validities of measures within single predictor and criterion categories were

averaged to produce a "summary" validity coefficient within each independent
sample reported in a study (as per Hunter et al.'s, 1982, p. 128,
recommendation). Following Schmitt et al.'s (1984) procedures, no corrections
in summary validities (n) were made for predictor/criterion reliability or range
restriction.

Moderators
Kane and Lawler (1978) reported information concerning four situational

variables: type of sample (e.g., student, military, insurance agents, etc.), type
of criterion, design (concurrent versus predictive), and purpose for conducting
the study (administrative versus research). For the "type of sample" moderator,
69.6% of the n were derived from military samples, ^ .4% were derived from
non-military samples. Given the n^ure of military vereus non-military settings,
one might label military samples as beii^ characterized by a more autocratic-
mechanistic climate relative to the non-military samples. Consistent with our
earlier example in Table 2, one might expect n to be negatively correlated with
Ri in the total data set and r to be U0vsr for studies conducted on military
samples. However, when a study is given approve in the military, superior
officers' orders to participate tend to yield large sampk sizes and h i ^
participation rates. Consequently, under ttese "military" autocratic-mechanistic
conditions, one might expect r, to be positively correlated with n, in the total
data set. In the absents of some a pnoii explanation of how a particular sampte
selection error operate, any number of logk:al arguments can be mounted to
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explain either positive or negative correlations between n and «i of any size.
Clashing arguments can also be constructed to explain why the type of criterion
used, purpose for which the study was conducted, and type of design might
cause nonrandom sample selection error (cf. Russell et al., 1994).

Consequently, any number of a priori explanations could be constructed
to describe how a moderator might cause nonrandom sample selection error
that leads to n being significantly correlated with «i. While we still expect n
to be correlated with rii in the Kane and Lawler data, an argument can be made
that T should be larger or smaller in a particular type of sample or with a
particular purpose for conducting the study. Hence, we predict n to be correlated
with ni indicating the presence of sampling bias and support for Model III in
the Kane and Lawler (1978) data. No clear prediction can be made for which
moderator might be the cause of this sample selection error.

Analyses
Three analyses were conducted on the peer nomination data. First, a

traditional residualized meta-analysis was conducted to estimate r, o^t, al, and
CTp. Second, a product moment correlation coefficient was derived for n, n, pairs.
Third, traditional residualized meta-analyses were conducted in which 7, a\,
a\, and al were derived for each moderator level.

Results

Table 3 contains results obtained from a residualized meta-analysis using
procedures described by Hunter et al. (1982). The average criterion-related
validity for peer nominations was 7 = .467 (uncorrected for range restriction
or measurement error) and the percentage of variance explained by random
sampling error was all a] = 4.0%, substantially below Hunter et al.'s (1982)
75% heuristic. Hence, Hunter et al.'s interpretation of initial residualized
meta-analysis results would suggest the presence of one or more moderators.

The product moment correlation coefficients between n and rii for peer
nominations was r = .49, p < .01 (N = 23). Hence, strong evidence exists
that nonrandom sample selection error has occurred in these studies. Meta-
analysis results presented in Table 3 also suggest a number of potential
moderation processes. Specifically, military samples yielded higher validities
than nonmilitary samples (7 is .19 higher) and studies conducted for
administrative purposes yielded higher validities than those conducted for
research reasons (7 is .12 larger). Validities were much higher with a
promotion criterion compared to training success or performance ratings.
These moderators may be a source of nonrandom sample selection error that
caused n and rh to be significantly correlated (e.g., studies using peer
nominations in military settings yield n = 495 compared to n = 90 in
nonmilitary samples). If they are not the source of nonrandom sample
selection error, some unknown variable is the true cause of the moderator
effect.
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Discussion

Initial residualized meta-analysis results strongly suggested situational
moderator variables operate when peer nominations are used as predictors.
Investigators pursuing traditional meta-analysis procedures (Hunter et al., 1982)
would have then examined whether al substantially decreased and whether 7
's were different when studies were grouped according to their level on some
moderator. This was done for a number of moderators and differences in 7
were found.

Specifically, when M = "purpose for which the research was conducted,"
meaningful differences in 7 appeared for peer nominations. Research conducted
for administrative reasons yielded higher average criterion-related validities
(consistent with fmdings reported by Russell et al., 1994). For the "type of
sample" moderator, military samples generated higher validities for peer
nominations.

In spite of these findings, evidence of moderator effects cannot be
interpreted without first examining ra-r^. A significant product moment
correlation between r, and n, for peer nominations casts doubt on the underlying
nature of any observed moderators. Differences in 7 across military versus
nonmilitary samples may be due to differences in the way samples were
comprised in the military and nonmilitary settings (e.g., differences in subjects'
risk aversion). At the same time, these differences may be due to the direct
impact of some moderator on the true relationship between peer nominations
and performance criteria. With access limited to archival data, one can only
speculate concerning how these differences may be caused. Further, any one
or more of these variables may be exerting more than one moderator process—
operating simultaneously through nonrandom sample selection error (i.e..
Model III) and changing the nature of the X-Y relationship (i.e.. Model I).

Hence, while these residualized meta-analysis results indicate the presence
of a moderator effect., the moderator process causing the effect is unknown.
Evidence suggests Model I, Model III, or both will provide correct explanations
for the moderator process, though meta-analysis partitioning of observed
variance in n obtained from these field settings cannot tell us which is most
likely. Meta-analyses that base their examination of moderator effects on
estimates of al and al (i.e.. Hunter & Schmidt's 75% rule or Hedges & Olkins'
chi-square test) can conclude that a moderator effect is occurring, though the
process behind that effect cannot be determined.

Of perhaps greater concern is a way nonrandom sample selection error
can occur and go undetected when conducting a meta-analyses and deriving
rn,ri ^ described above. Specifically, our Model II descri l^ a situation where
sample size covaries with levels of some moderator, while Model III described
a situation where sample size and content covari^ with levels of some
moderator. What if a m<Klerator operates to screen samples in a way that effects
only sample content and not sample size? Because E(rnjr^ = 0, traditional
residualized meta-analysis would yield results suggesting the presence of a
traditional "moderator" effect (i.e., 7 differ across levels of the moderator and
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alla'i is small within moderator levels) when in fact these results are due to
nonrandom sample selection error. This circumstance cannot be determined
from meta-analyzing findings reported across original investigations. Campbell
and Stanley (1963) maintained that only primary research using experimental
or quasi-experimental designs with random assignment of subjects wiU address
this problem. Most disconcerting, however, is the fact that without benefit of
such controlled studies, this type of nonrandom sample selection error may be
the true cause of any moderator effects reported in meta-analyses since the late
1970s.

Condi^on

In sum, investigators conducting meta-analyses of primary research in
which controls do not permit random selection cannot simply examine the
residual variance left unexplained by random sampling error and statistical
artifacts (i.e., al or al/p] ) and draw theoretical implications about differences
in criterion-related validity across situations. As is evident in the actual data
presented in Table 3 and the hypothetical data presented in Table 2, residualized
meta-analysis could conclude that the wrong moderator process is operating.

When reviewing existing research, meta-analytically derived estimates of
7 will provide accurate summaries. Indeed, meta-analysis should remain the
preferred means of literature compilation relative to narrative reviews.
However, we have demonstrated that Schmidt (1992) is not correct—meta-
analysis is not a substitute for well designed primary research in theory
development. Just as we cannot infer causation from correlational designs in
primary research conducted in field settings, we cannot infer causal
contingencies from meta-analyses of correlational field designs. Scientific
discovery will be better served by not interpreting meta-analytic results in the
absence of additional primary research that controls for nonrandom sample
selection error and covariation between statistical artifacts and moderators. A
shift away from current re^arch paradigms is not called for, we simply need
to do a better job of conducting programmatic primary research designed to
sequentially eliminate competing (artifactual or nonartifactual) explanations.
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1. Technically, this variable is am a moderator since p is a constant. However, we use the term "moderator"
for simpUdty and conssteiKy in our dkt^Kioa

2. We will asume that X and Y are unstamlardized. If X and Y were standardized, for both A and B
to reflect the sample r,, ellipse A wouU be need to be tilted slightly counter clockwise to account for
the effects of recession towand the mean on tte tnK umtoiying value ofpA.
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